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a b s t r a c t

Ni-Mn-In-Co Heusler alloys demonstrate promising magnetocaloric performance for use as refrigerants in
magnetic cooling systems with the goal of replacing the lower efficiency, eco-adverse fluid-compression
technology. The largest change in entropy occurs when the applied magnetic field causes a merged struc-
tural and magnetic transformation and the associated entropy changes of the two transformations works
constructively. In this study, magnetic and crystalline phase transformations were each treated sepa-
rately and the effects of the application of magnetic field on thermal hystereses associated with both
structural and magnetic transformations of the Ni52Mn25In16Co7 were studied. From the analysis of syn-
chrotron diffraction data and thermomagnetic measurements, it was revealed that the alloy undergoes
both structural (from cubic austenite to a mixture of 7M & 5M modulated martensite) and magnetic (fer-
romagnetic to a low-magnetization phase) phase transformations. Thermal hysteresis is associated with
both transformations, and the variation of the thermal hystereses of the magnetic and structural trans-
formations with applied magnetic field is significantly different. Because of the differences between
the hystereses loops of the two transformations, they merge only upon heating under a certain magnetic
field.

Published by Elsevier B.V.
1. Introduction

The Magnetocaloric Effect (MCE) is a green technology with
great potential to replace the eco-adverse, low- efficiency fluid
compression cooling machines [1]. The Giant Magnetocaloric Effect
(GMCE) is a very large entropy change associated with first-order
phase transformation; it was first discovered in Gd5(Si2Ge2) [2].
Other ferromagnetic materials that demonstrate first-order phase
transformations received attention as new magnetocaloric materi-
als [3,4]. Starting in 2000, some Ni-Mn-X (X = Ga, In, Sn, Sb) Heusler
alloys came into the spotlight as a room temperature magnetic
refrigerant because their first-order martensitic phase transforma-
tions occurs around room temperature with a large entropy change
[5–8]. When compared with other GMCEmaterials, these alloys are
particularly attractive as magnetic refrigerants because they are
inexpensive (no rare-earth elements), eco-friendly (no toxic ele-
ments), demonstrate good oxidation resistance, and have a high
strength [1,9]. Additionally, the martensitic transformation tem-
perature can be manipulated by substitution of Co in these alloys
[1]. In some Ni-Mn-In-Co alloys, an applied magnetic field of suffi-
cient strength, at a certain temperature range, will cause their
highly-ordered martensitic phase to transform into a highly sym-
metric austenitic phase. The phase transformation temperature
and strength of the required magnetic field depend on the compo-
sition of the alloy [10,11]. The main contributor to the large adia-
batic cooling effect is the crystalline phase transformation. The
magnetic entropy contribution from the spin alignment is rela-
tively small but vital, as it is the driving force of the magneto-
structural transformations [9].

The major drawback of both first-order martensitic and mag-
netic phase transformations is the thermal and magnetic hystere-
ses associated with these transformations [12]. The irreversibility
associated with magnetic and thermal hystereses reduces the coef-
ficient of performance (COP) in each refrigeration cycle [3]. To opti-
mize the working magnetic field of a magnetocaloric material, an
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understanding of the behavior of thermal hysteresis of both
martensitic and magnetic phase transformations as a function of
the applied magnetic field is needed.

The current study was focused on the investigation of the ther-
mal and magnetic hystereses associated with martensitic and mag-
netic phase transformations of the Ni52Mn25In16Co7 alloy.
Therefore, two phase transformations, magnetic and crystalline,
were treated separately to understand the behavior of thermal hys-
teresis associated with each transformation. The behavior of the
thermal hysteresis associated with crystalline phase transforma-
tion was studied by analyzing the variation of martensitic and aus-
tenitic phase fractions with temperature and magnetic field. In the
case of the magnetic phase transformations, ferromagnetic phase
fraction was used to study the behavior of the associated thermal
hysteresis.
2. Experimental description

Polycrystalline sample of the alloy was prepared by the arc-
melting technique followed by annealing for 50 h at 1020 K. More
details of sample preparation are described elsewhere [10]. The
composition was determined using Rutherford Backscattering
Spectrometry (RBS) measurements carried out at Western Michi-
gan University’s 6 MV Van de Graff accelerator laboratory. The pro-
jectile ion type (O+4), the energy of the ion beam (15 MeV), and
scattering angle (150�) were selected to obtain a maximum resolu-
tion between backscattered ions by Ni and Co atoms, which have
similar atomic masses. The sample was prepared for the RBS mea-
surements by polishing it using 5.0-lm aluminum-oxide powder
as the abrasive. This process removed any oxidation present on
the sample surface. RBS data were collected at two positions on
the sample surface to confirm the homogeneity and improved
statistics of the calculated composition. Table 1 summarizes the
results of the RBS data analysis carried out using SIMNRA [13].
The average composition of the alloy was determined to be Ni52-
Mn25In16Co7. In-situ synchrotron diffraction measurements
(k = 0.010804 nm) were conducted on a polycrystalline sample
(approximately 2 � 2 � 2 mm3) at beamline 11-ID-C of the
Advanced Photon Source at Argonne National Laboratory [14].
Even though powdered samples would have provided better
diffraction patterns, the sample was kept intact to ensure that
the alloy does not undergo any transformation during sample
preparation. To improve the statistics of the diffraction pattern,
the sample was rotated during data collection. Synchrotron data
were collected as functions of both temperature and applied mag-
netic field. The four magnetic fields were 0, 2, 4, and 6 T. Under
each magnetic field and under no applied magnetic field, data were
recorded while heating and then cooling the sample in steps of 5 K.
Also, diffraction measurements were performed at a constant tem-
perature of 230 K while changing the magnetic field applied to the
alloy from 0 to 6.5 T and back to 0 T in steps of 0.5 T. Rietveld
refinements of the diffraction data were carried out using General
Structure Analysis System (GSAS) [15] and GSAS EXPGUI [16]. To
account for the apparent anisotropy in the polycrystalline sample,
texture correction was performed during refinement. The refined
crystalline structures were rendered using DRAWxtl software
[17]. Thermomagnetic measurements of samples similar to those
Table 1
Summary of the RBS analysis.

Position Energy of the O+4 ion beam (MeV) Incident/scattering angle (�

1 15 0/150
2 15 0/150
used for the synchrotron data were carried out: zero-field cooling
(ZFC), field-cooling (FC), and field-heating (FH) routines, between
100 and 400 K, under four magnetic fields (0.005, 1, 2, and 3 T)
using a Vibrating Sample Magnetometer (VSM). More details are
available elsewhere [10].
3. Results and discussion

3.1. Crystalline structures and site occupancies

Diffraction patterns collected at 300 K under a 4 T magnetic
field, and at 205 K without an applied magnetic field and compared
with those calculated by the Rietveld method are shown in Fig. 1.
At 300 K under 4 T applied magnetic field, the alloy is in the auste-
nitic phase with cubic L21 structure. The schematic diagram of the
refined cubic L21 structure and site occupancies of the constituent
atoms are shown in Fig. 2-a. This structure belongs to the Fm�3m
space group. In the site-occupancy refinement of the austenitic
phase, the composition of the alloy was constrained to the value
determined by the RBS experiment. Additional constraints were
used to avoid having too many parameters to refine what may lead
to false refinement. Based on reported site occupancies of other Ni-
Mn based Heusler alloys, cobalt atoms were allowed to occupy only
regular Ni-sites. In our previous work on Ni41Mn39In12Co8 alloy, we
found that all Co atoms occupy the regular Ni-sites [18]. Also,
according to the formation energy calculations of the austenitic
structure of Ni-Mn-Ga alloys, Bai et al. concluded that Co atoms
preferentially occupy regular Ni-sites [19]. Because of the lower
In concentration compared to the stoichiometric Ni2MnIn alloy, In
atoms were limited to their regular sites. It was found that the
In-sites were occupied by �65% of In and �35% of Mn. Over 65%
of the Mn atoms were found in their regular sites, with the rest
of the regular Mn-sites are occupied by Ni atoms. Ni atoms were
found in both regular Ni- (�86%) andMn-sites (�35%). In diffusion-
less martensitic phase transformations, atoms keep their relative
neighborhood unchanged and hence once the site occupancies of
the austenitic phase were known, those in the martensitic phase
could be determined by the relationship between the austenitic
and martensitic crystalline structures.

Similar to the constraints used by Righi et al. [20,21], the fol-
lowing steps were taken to reduce the number of parameters in
the refinements of the modulated martensitic structures: (1) the
modulation occurs along the [0 0 1] crystallographic direction of
the monoclinic unit cell (this corresponds to [1 1 0] direction in
the austenitic structure); (2) only x- and y-coordinates of all atoms
were allowed to refine, while the z-coordinate was kept constant;
and (3) the amplitude of modulation of every atom in the (001)
plane was the same. The observed and calculated diffraction pat-
terns of the martensitic phase of the alloy (data were collected at
205 K without an applied magnetic field) are given in Fig. 1-b.
There is a very good agreement between the observed and calcu-
lated diffraction profiles. The agreement confirms the validity of
the assumptions made in assigning the site occupancies and con-
straints imposed in the refinements.

At 205 K under no applied magnetic field the alloy was found to
be a mixture of two modulated monoclinic (5M and 7M) structures.
These modulated monoclinic structures belong to the P 1 2/m 1
) Calculated elemental composition (%)

Ni Mn In Co

52.19 ± 0.40 24.89 ± 0.62 16.02 ± 0.23 6.96 ± 0.77
51.98 ± 0.37 25.07 ± 0.65 15.94 ± 0.26 7.00 ± 0.77



Fig. 2. Schematic diagrams of the crystalline structures of the Ni52Mn25In16Co7 alloy. (a) At 300 K (also, at 220 K under 6.5 T field) the alloy is in austenitic phase with L21
structure. The results of the site occupancy refinements are also given. At 220 K, under no applied magnetic field, the alloy is a mixture of 5M (b) and 7M (c) modulated
martensite (P 1 2/m 1).
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Fig. 1. Observed and calculated diffraction patterns in the austenitic and martensitic phases. (a) At 300 K and under 4 T magnetic field, the alloy was in the austenitic phase
with cubic L21 crystalline structure (Fm�3m space group). (b) At 205 K (0 T), the alloy is a mixture of two monoclinic structures with 7M and 5M modulations (P 1 2/m 1 space
group).
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space group. The schematic diagrams of 5M and 7M modulated
monoclinic structures are shown in Fig. 2-b and -c, respectively.
Lattice parameters of all three crystalline structures, cubic, 5M
monoclinic and 7Mmonoclinic, are given in Table 2 with the agree-
ment factors of the final refinement cycle of each phase.
3.2. Magnetic field-induced martensitic phase transformations

External stimuli such as temperature, magnetic field, pressure,
or stress may trigger martensitic phase transformations in some
Ni-Mn-X based Heusler alloys [10,22]. To investigate the effect of



Table 2
Summary of the crystallographic information of the refined structures.

Crystalline structure Space group Lattice parameters (a = c = 90�) Stacking sequence
(Zhdanov notation)

Experimental conditions Agreement factors

a (nm) b (nm) c (nm) b (�) Rw
b Rp

c v2 d

Cubic L21 Fm�3m 5.994 5.994 5.994 90.00 – 300 K/4 T 6.71 4.69 4.86
5M monoclinic P 1 2/m 1 4.501 5.758 22.406 89.12 ð2242Þ 205 K/0 T 4.08 3.66 3.58

7M monoclinic P 1 2/m 1 4.272 5.479 28.518 91.38 ð23432Þ 205 K/0 T 4.08 3.66 3.58

aAgreement factors of the Rietveld refinements are defined as [15].
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an applied magnetic field on the martensitic phase transformation
of this alloy, diffraction data were collected under constant pres-
sure (atmospheric pressure) and constant temperature (230 K)
while increasing the applied magnetic field gradually from 0 to
6.5 T and back down to 0 T. The observed diffraction patterns
under each magnetic field (in steps of 0.5 T) while increasing the
field from 0 to 6.5 T, are shown in Fig. 3.

Rb
WP ¼ 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i
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2
0

 !vuut

Rc
P ¼ 100

X
jI0 � IC j=

X
I0

� �

v2d ¼
X
i

wiðI0 � ICÞ2=ðNobs � NvarÞ

where, I0 and IC: Observed and calculated diffraction intensities
wi Weight assigned to each intensity
Nobs and Nvar: The total number of observations and the number

of variables in the least square refinement
v2: Goodness of the fit
From the observed diffraction patterns (Fig. 3), it is evident that

the alloy is in the martensitic phase at 230 K under no applied
magnetic field. Upon increasing the magnetic field, the alloy grad-
ually transforms into austenite, and around 6 T the alloy completes
Fig. 3. The observed diffraction patterns fields, increasing magnetic fields increasing from
(230 K) and under atmospheric pressure. These diffraction patterns demonstrate the evo
magnetic field.
its reverse martensitic phase transformation. To quantitatively
study this magnetic field-induced martensitic phase transforma-
tion, the diffraction data were analyzed by Rietveld refinements
to determine the phases and their fractions under each magnetic
field. A convergence for the refinements of the martensitic phase
was obtained for a mixture of 7M and 5M modulated monoclinic
structures. Under 6.5 T, the alloy was in the austenitic phase with
cubic L21 structure. This alloy had the same structure as the one
found at 300 K under zero applied magnetic field. Rietveld refine-
ments of the data collected under these different experimental
conditions, at 230 K under 6.5 T and at 300 K under 0 T, are almost
identical. For a complete study of the magnetic field induced
martensitic phase transformation, the phase fractions of the auste-
nitic and martensitic phases under different fields in steps of 0.5 T
between 0 and 6.5 T were determined from the synchrotron
diffraction data. The variation of the austenitic and martensitic
phase fractions upon increasing and then decreasing applied mag-
netic field is shown in Fig. 4.

Fig. 4 demonstrates a complete reverse martensitic phase trans-
formation from martensite to austenite upon increasing the field
from zero to 6.5 T, and a complete forward martensitic phase
transformation from austenite to martensite upon decreasing the
field from 6.5 T to zero. Four characteristic magnetic fields were
defined by following a procedure similar to that used to define
the characteristic temperatures in a temperature-induced
martensitic phase transformation. Four characteristic magnetic
0 to 6.5 T in steps of 0.5 T. The experiment was carried out at constant temperature
lution of the austenitic phase from the martensitic phase upon gradually increased
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fields austenitic start (AM
s ), austenitic finish (AM

F ), martensitic start

(MM
s ), and martensitic finish (MM

F ) – were determined by the inter-
sections obtained by extrapolation of the linear parts of the auste-
nitic phase-fraction versus magnetic field curves (Fig. 4). The
magnetic hysteresis associated with the magnetic field induced
martensitic phase transformation was determined by taking the

average of ðAM
s �MM

F Þ and ðAM
F �MM

S Þ.
Complete forward and reverse martensitic phase transforma-

tions of this alloy were observed upon changing the temperature
from 300 K to 200 K and then from 200 K to 300 K, respectively.
Fig. 5 compares the two reverse martensitic phase transforma-
tions: temperature-induced (closed circles) and magnetic-field-
induced (open circles). Both temperature and applied magnetic
field induce completely reversible martensitic phase transforma-
tions. Therefore, it can be concluded that the temperature and
the magnetic field are equally capable of inducing martensitic
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Fig. 5. Comparison of the variation of phase fractions of austenitic and martensitic
phases with temperature in magnetic-field-induced (open symbols) and temper-
ature-induced (closed symbols) martensitic phase transformation. In the case of
magnetic field-induced transformation, data were collected at 230 K while chang-
ing the magnetic field from 0 to 6.5 T. In the temperature-induced phase
transformation, data were collected while heating the alloy from 230 K to 300 K.
phase transformations in this alloy. Shamberger et al. have also
demonstrated the temperature and magnetic field induced mag-
netic phase transformations in Ni-Mn-Sn alloys [23].

The starting conditions of both transformations were 230 K
under no applied magnetic field. In the temperature-induced
martensitic transformation around 271.5 K, the austenitic phase
fraction grew to 50%. Alternatively, the same growth of the auste-
nitic phase was achieved by increasing the magnetic field to 5.15 T.
In the temperature-induced reverse martensitic phase transforma-
tion (Fig. 5), there is no significant change in the austenitic phase
fraction until 250 K, then within the next 40 K, the alloy completes
its martensitic transformation. Therefore, by choosing the correct
starting temperature for the transformation, the magnetic-field-
induced phase transformation can be made more effective (the
alloy will complete its martensitic phase transformation under a
lower magnetic field).

3.3. Phase fractions analysis

To investigate the characteristics of the martensitic phase trans-
formation (such as transformation temperatures, thermal hystere-
sis associated with the phase transformations, and the effects of an
applied magnetic field on the phase transformation temperature),
phase fractions were calculated by the Rietveld refinements of
the diffraction data collected under various experimental condi-
tions. Phase fractions were determined by analyzing the syn-
chrotron diffraction data collected under various experimental
conditions. The results of the phase fraction analysis are summa-
rized in Fig. 6. It shows the variation of the austenitic phase frac-
tion while heating the alloy (from 200 to 300 K) under 4
magnetic fields (0, 2, 4, and 6 T) and then cooling (back to 200 K)
under 3 magnetic fields; 2, 4, and 6 T.

Upon heating (under 0 T), the reverse-martensitic phase trans-
formation starts at around 255 K. The alloy completes its reverse-
martensitic phase transformation around 290 K. Under 2 T applied
field the reverse martensitic phase transformation starts around
245 K and it finishes around 280 K. This implies a decreasing of
the characteristic temperatures of the reverse-martensitic phase
transformation when increasing the applied magnetic field. Simi-
larly, a clear decrease of the austenitic start, AS, and austenitic fin-
ish, AF , was observed while increasing the magnetic field to 4 and
6 T.

Upon cooling under a 2 T applied magnetic field, forward-
martensitic phase transformation starts at around 275 K. Under
higher magnetic fields, 4 and 6 T, the forward phase transforma-
tion temperatures, MS and MF , decrease. That is, both forward-
and reverse- phase transformation temperatures shift towards
lower temperatures as the magnetic field applied to the alloy is
increased. Similar behavior of phase transformation temperatures,
shifting to lower temperatures with increasing magnetic field was
reported in some other Ni-Mn-In-Co alloys [9].

As shown in Fig. 6, the austenitic phase fraction above the
defined austenite-finish temperature AF (i.e. above 290 K in all
cases) is different under different magnetic fields. Under no applied
magnetic field, the highest value of the austenitic phase fraction is
about 85%, and that value increases to about 98% when the applied
magnetic field is increased to 6 T (Fig. 6). With an increased mag-
netic field, an increasing number of martensitic variants transform
into the austenitic phase. This trend is not limited to the austenitic
phase. In the martensitic phase, (i.e. below the MF), the austenitic
phase fraction is higher under a higher magnetic field. All these
observations confirm the effect of an applied magnetic field on
the martensitic phase transformation of this alloy.

In order to investigate the martensitic phase transformation of
the alloy in detail and quantitatively the normalized austenitic
phase fraction was plotted against the temperature under all four
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applied magnetic fields. The austenitic phase fraction was normal-
ized with respect to the highest austenitic phase fraction under
each magnetic field. Kinematic equations, (1) and (2), were used
to fit the observed data points of the normalized austenitic phase
fractions. These equations were adapted from the work of Li
et al. [24]. The normalized austenitic phase fraction in the
reverse-martensitic phase transformations (from twinned marten-
site to austenite phase) is given by Eq. (1). This equation was used
to fit the data points in the reverse martensitic phase transforma-
tions under 0, 2, 4, and 6 T magnetic fields. The fitting parameters,
T0 and A0, were refined by method of least squares, until there was
good agreement between experimental data points and theoretical
curve.
200 225 250 275 300
-0.2

Temperature (K)

Fig. 7. Variation of normalized austenitic phase fraction (w.r.t. maximum austenitic
f A ¼ f M0

1þ expfðT0�TÞ
A0

g ð1Þ
phase fraction under each magnetic field) as a function of temperature while
heating (open) and cooling (solid colors) under 4 different magnetic fields (0, 2, 4,
and 6 T). Solid (heating) and dash (cooling) lines are the fit lines for the martensitic
thermograms. Fit lines are based on Eqs. (1) and (2).
where f M0
is the initial martensitic phase fraction in the twinned-

martensitic phase, which is taken as unity in all these cases, as
the phase fractions were normalized with respect to the highest
phase fraction value. T is the absolute temperature and T0 is the
phase transformation temperature (defined as the temperature at
which the austenitic phase fraction is 50%). For the reverse phase
transformations, A0 ¼ ðAF � ASÞ=Ce where C is a constant, deter-
mined empirically and e is the natural constant.

Eq. (2) gives the normalized austenitic phase fraction in the
forward-martensitic phase transformations. This equation was
used to fit the data points in the forward martensitic phase trans-
formations under 2, 4, and 6 T magnetic fields. The fitting parame-
ters, T0 and M0, were determined by following the same procedure
as in the reverse martensitic phase transformations. In this equa-
tion M0 ¼ ðMS �MFÞ=Ce.
f A ¼ 1
1þ expfðT0�TÞ

M0
g ð2Þ

Fig. 7 shows the variation of the normalized austenitic phase
fractions with temperature, while heating from the martensitic
phase to the austenitic phase and cooling from the austenitic phase
to the martensitic phase under those 4 different magnetic fields (0,
2, 4, and 6 T). The data-fitting curves, based on Eqs. (1) and (2),
demonstrate good agreement with the experimental data. The
refined values of the fitting parameters, A0, M0 and T0, are summa-
rized in Table 3.

The characteristic temperatures of the forward (MS and MF) and
reverse (AS and AF) martensitic phase transformations were deter-
mined by the intersections, which were obtained by extrapolating
the linear parts of the thermograms. Determination of the four
characteristic temperatures in the case of 2 T magnetic field is
shown in Fig. 7. All the characteristic temperatures of both
forward- and reverse-phase transformations under all four mag-
netic fields are also given in Table 3.

The empirical constant C for each case was determined by sub-
stituting the appropriate characteristic phase transformation tem-
peratures (MS andMF for the forward-phase transformation, and AS

and AF for the reverse-phase transformation) and the appropriate
fitting parameter A0 or M0 (Fig. 7). The value of C, determined for
each phase transformation, is also summarized in Table 3. The
mean value of the empirical constant C was found to be
1.48 ± 0.03. Eqs. (1) and (2), with the mean value of the empirical



Table 3
Least squares curve fitting parameters and characteristic temperatures of martensitic phase transformations of the studied alloy.

Trans. type A0 or M0 (K) T0 AS AF MS MF C Hysteresis (K)

0 T (h) 6.80 ± 0.33 268.26 ± 0.39 254.5 ± 0.5 281.0 ± 0.5 – – 1.43 ± 0.05 –
2 T (h) 7.16 ± 0.17 261.32 ± 0.20 248.5 ± 0.5 276.5 ± 0.5 – – 1.41 ± 0.03 7.04
2 T (c) 6.96 ± 0.21 254.28 ± 0.23 – – 268.5 ± 0.5 240.5 ± 0.5 1.47 ± 0.04
4 T (h) 3.93 ± 0.18 247.02 ± 0.20 239.0 ± 0.5 255.0 ± 0.5 – – 1.49 ± 0.06 7.91
4 T (c) 4.14 ± 0.26 239.11 ± 0.26 – – 247.5 ± 0.5 231.0 ± 0.5 1.46 ± 0.08
6 T (h) 3.16 ± 0.37 224.40 ± 0.42 218.0 ± 0.5 231.0 ± 0.5 – – 1.51 ± 0.13 19.04
6 T (c) 3.45 ± 0.30 205.36 ± 0.22 – – 212.0 ± 0.5 198.5 ± 0.5 1.43 ± 0.10
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constant (1.48 ± 0.03) can be used to describe the behavior of both
forward- and reverse-martensitic phase transformations. If the
characteristic temperatures of the martensitic phase transforma-
tion are known, the variation of the normalized austenitic phase
fraction with temperature can be fully described using those equa-
tions. These equations were used to construct the thermograms of
both forward- and reverse-martensitic phase transformations
under 1 and 3 T magnetic fields.
3.4. Thermomagnetic measurements

Fig. 8 displays the behavior of the mass magnetization as a func-
tion of temperature (in the range from 125 to 325 K) in FC (cool-
ing), and FH (heating) routines under four applied magnetic
fields (0.005, 1, 2, and 3 T). These thermomagnetic curves demon-
strate a sharp increase in the magnetization around a certain tem-
perature upon heating, and a sharp decrease in the magnetization
upon cooling of the alloy. This indicates magnetic phase transfor-
mation from a low magnetization phase to a ferromagnetic phase
upon heating and from a ferromagnetic to a low magnetization
phase upon cooling. From Fig. 8, it is also evident that, the mag-
netic phase transformation temperatures decrease with increasing
magnetic field. The weak magnetization in the martensitic phase is
almost constant below a certain temperature (e.g. �250 K without
a magnetic field) in the martensitic phase.

Under 0.005 T magnetic field, the magnetization of the ferro-
magnetic austenitic phase increases at a very slow rate. This is
because the 0.005 T magnetic field is not sufficient to saturate
the ferromagnetic austenitic phase. However, in the case of higher
magnetic fields (1–3 T), magnetization comes to a maximum value
upon heating. This is where the alloy completes the reverse mag-
netic phase transformation. Above this temperature, the magneti-
zation of the alloy gradually decreases with increasing
temperature. This could be because upon heating the alloy in the
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Fig. 8. Thermo-magnetization curves under different magnetic fields (.005, 1, 2, and
3 T). The vertical scale to the right side represents the mass magnetization under
0.005 T field and the one to the left side represents magnetization under higher
magnetic fields (1, 2 and 3 T).
austenitic phase, the ferromagnetic interactions decrease due to
thermal agitation.

3.5. Magnetic phase transformations

From thermomagnetic measurements, it is evident that the
alloy transforms from a ferromagnetic phase to a low-
magnetization phase upon cooling. Magnetization versus tempera-
ture data can be transformed to ferromagnetic phase fraction ver-
sus temperature data by considering that the magnetization is
directly proportional to the ferromagnetic phase fraction. The con-
version procedure of the magnetization data to the ferromagnetic
phase fraction used in this work is similar to the one described
in Shamberger et al. [23]. Variation of the ferromagnetic phase
fraction of the alloy with temperature, under four magnetic fields
(0.005, 1, 2, and 3 T), is given in Fig. 9.

In order to study the characteristics of the magnetic phase
transformations, magnetic phase transformation temperatures
were defined as the intersections of extrapolations from the linear
parts of the magnetic phase fraction versus temperature graph. The
characteristic temperatures of the pure magnetic phase transfor-
mation - ferromagnetic start, FMs, ferromagnetic finish, FMF , lower
magnetic state start, LMs, and lower magnetic state finish, LMF ,
under all three magnetic fields (1, 2, and 3 T) – are shown in
Fig. 9. Additionally, two characteristic temperatures, T1=2C and
T1=2H, were defined. Similar to the characteristic temperature T0

in the crystalline phase transformation, T1=2C and T1=2H are the
temperatures at which the ferromagnetic phase fraction is 50%,
while cooling and heating, respectively. All the characteristic trans-
formation temperatures are listed in Table 4.

3.6. Magnetic field dependence of phase transformation temperatures

From the magnetic phase fraction analysis, it is evident that the
magnetic phase transformation temperature is highly dependent
upon the applied magnetic field to the alloy. All four characteristic
temperatures of the magnetic phase transformation, FMs, FMF , LMs,
and LMF , decrease with the increasing magnetic field, except at
0.005 T. Four characteristic temperatures under the 0.005 T field
deviate from the rest. A small magnetic field (0.005 T in this study)
is not sufficient to saturate the alloy magnetically, and hence a
complete magnetic phase transformation will not occur [23]. On
the other hand, under all other magnetic fields (1 T and higher),
the alloy undergoes a complete phase transformation and the
trend of the characteristic phase transformation temperatures is
consistent.

The dependence of the martensitic transformation temperature
on the applied magnetic field can be described qualitatively using
the Clausius-Clapeyron equation [4,23,25,26]:

dT0

dH
¼ �DM

DS
ð3Þ

where, DM ¼ MA �MM is the difference between the magnetization

of the two phases. Similarly, DS ¼ SA � SM is the difference between
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Table 4
Characteristic temperatures of the pure magnetic phase transformation.

Magnetic field (T) T1=2C T1=2H FMs FMF LMs LMF Hysteresis (K)

0.005 236.0 ± 0.5 275.0 ± 0.5 265.0 ± 0.5 287.0 ± 0.5 248.5 ± 0.5 224.0 ± 0.5 39.0 ± 0.7
1 239.5 ± 0.5 280.0 ± 0.5 275.0 ± 0.5 285.5 ± 0.5 246.5 ± 0.5 232.5 ± 0.5 40.5 ± 0.7
2 225.0 ± 0.5 271.0 ± 0.5 265.5 ± 0.5 276.5 ± 0.5 233.5 ± 0.5 217.0 ± 0.5 46.0 ± 0.7
3 206.5 ± 0.5 261.0 ± 0.5 255.5 ± 0.5 267.0 ± 0.5 217.5 ± 0.5 197.0 ± 0.5 54.5 ± 0.7
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the entropies of the two phases and dT0=dH is the rate of change of
the transformation temperature with the applied field. Reverse
phase transformation from low magnetization phase to ferromag-
netic phase (i.e. MM � MA) results in a positive DM. The austenitic
phase is cubic L21, which is more symmetric than the modulated
monoclinic martensitic crystalline structures. Therefore, a positive
entropy change results from a phase transformation from the
martensitic phase(s) to the austenitic phase. Ito et al. [26] have

investigated the entropy change ðDS ¼ SA � SMÞ of a series of Ni-
Mn-In-Co alloys. The calculated entropy change of all phase trans-
formations of Ni-Mn-In and Ni-Mn-In-Co alloys from martensite to
austenite phase upon heating are positive [26]. Upon applying a
magnetic field, Ni-Mn-In alloys transform from a martensitic to aus-
tenitic phase causing a positive entropy change [27]. Therefore,
with DM and DS both positive, the dT0=dH is negative. Therefore,
as the applied magnetic field increases, the phase transformation
temperature further decreases.

Similar to the case of crystalline phase transformation, there is a
thermal hysteresis associated with the magnetic phase transfor-
mation, which is highly dependent on the applied magnetic field.
As the magnetic field increases, the thermal hysteresis associated
with this magnetic phase transformation increases. The relation-
ship between hysteresis and the applied magnetic field is not lin-
ear. The relationship between thermal hysteresis associated with
magnetic phase transformation and applied magnetic field was
obtained with a non-linear curve fitting to the calculated hysteresis
data points. Eq. (4) gives the experimentally determined relation-
ship between hysteresis and applied magnetic field and it can be
approximated that the thermal hysteresis is proportional to the
square of the applied magnetic field
Thermal hysteresis ¼ ð1:499B2 � 0:503Bþ 38:99Þ½K� ð4Þ

where B is given in Teslas.
3.7. Magnetostructural phase transformation

In order to study the coupled magneto-structural phase trans-
formation, a variation of austenitic phase fraction with tempera-
ture during crystalline phase transformations under various
magnetic fields was compared with the variation of the ferromag-
netic phase fraction with temperature in pure magnetic phase
transformations under the respective applied magnetic fields. Pure
magnetic phase transformation data are available under four mag-
netic fields (0.005, 1, 2, and 3 T); The crystalline phase transforma-
tion data are available under 0, 2, 4, and 6 T applied magnetic
fields. To compare the crystalline and magnetic phase transforma-
tions under 1 and 3 T fields, crystalline phase transformations were
calculated for 1 and 3 T magnetic fields using the kinematic equa-
tions (Eqs. (1) and (2)) of the martensitic phase transformations.

Eq. (2) was used to generate the variation of austenitic phase
fraction data in forward-phase transformations under 1 and 3 T
magnetic fields, while the variation of the phase fraction of the aus-
tenitic phase in reverse transformation under 1 and 3 T magnetic
fields was generated using Eq. (2). In order to use these equations,
the parameters M0 and TM

0 for forward phase transformations and

the parameters A0 and T A
0 for reverse phase transformations were

determined. A trend of these parameters under 0, 2, 4, and 6 T mag-
netic fields was found by curve fitting of the experimental data. The
respective parameters, M0, A0, TM

0 , and T A
0 for forward- and
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reverse-phase transformations under 1 and 3 T magnetic fields
were then determined by interpolation.

With these parameters, two sets of data of the variation of the
austenitic phase fraction with temperature under 1 and 3 T mag-
netic fields were constructed. The variation of the austenitic and
the ferromagnetic phase fractions with temperature under the
same magnetic fields were then compared, as shown in Fig. 10.
This figure demonstrates the variation of austenitic and ferromag-
netic phase fractions with temperature under four magnetic fields.
In Fig. 10-a and -c (i.e. under �0 and 2 T magnetic fields, respec-
tively), both austenitic and ferromagnetic phase fraction data were
determined experimentally. However, under 1 and 3 T the values
of phase fraction of the austenitic phase were determined using
the kinematic Eqs. (1) and (2) (Fig. 10-b and -d).

From Fig. 10 it is evident that the thermograms of the first-
order crystalline phase transformation and magnetic phase trans-
formation do not follow the same path. Under all studied magnetic
Table 5
Phase transformation temperatures and hysteresis associated with crystalline and magnet

Field (T) Reverse phase transformation
(Heating)

Forward phase transformati
(Cooling)

T A
0 (K) T1=2H (K) TM

0 (K) T1=2C (K

0 268.5 ± 0.5 275.0 ± 0.5 – 234.5 ±
1 266.5 ± 0.5 280.0 ± 0.5 255.5 ± 0.5 239.0 ±
2 262.0 ± 0.5 271.0 ± 0.5 255.0 ± 0.5 225.0 ±
3 256.5 ± 0.5 260.5 ± 0.5 249.0 ± 0.5 206.0 ±
fields, the thermal hysteresis loops of the crystalline phase trans-
formations are narrower than those for the magnetic phase trans-
formations. Also, the thermograms of the reverse-phase
transformations (both crystalline and magnetic) are closer to each
other when compared with the thermograms of the forward-phase
transformations. The crystalline and pure magnetic phase transfor-
mation temperatures were compared by taking the differences
between TM

0 - T1=2C (for forward-phase transformations) and

between T A
0 - T1=2H (for reverse-phase transformations). The calcu-

lated values (Table 5) also confirm that the characteristic temper-
atures of the reverse phase transformations are closer to each other
than that of the forward-phase transformations.

In the applied field range (0.005–3 T), the difference between T A
0

and T1=2H reaches a maximum at 1 T; it then gradually decreases
with further increase in magnetic field. Under 3 T, the difference
between T A

0 and T1=2H is only 4.0 K, which is still larger than the
ic phase transformations.

on Thermal hysteresis (K) Temperature difference
between phase
transformations (K)

) Crystalline Magnetic Reverse Forward

0.5 – 40.5 ± 0.7 6.5 ± 0.7 –
0.5 11.0 ± 0.5 40.5 ± 0.7 13.5 ± 0.7 �16.5 ± 0.7
0.5 7.0 ± 0.5 46.0 ± 0.7 9.0 ± 0.7 �30.0 ± 0.7
0.5 7.5 ± 0.5 54.5 ± 0.7 4.0 ± 0.7 �43.0 ± 0.7
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value under no magnetic field. Therefore, it can be anticipated that
a merged magneto-structural reverse phase transformation (i.e.
upon heating of the alloy) will occur under a magnetic field which
is greater than 3 T. For magnetic fields which are 1 T and higher, T A

0

and T1=2H is inversely proportional to the applied magnetic field. In
order to determine the temperature at which a merged magneto-
structural reverse-phase transformation is possible, phase trans-
formation temperatures, T A

0 and T1=2H, were plotted against the
applied magnetic field (Fig. 11).

Fig. 11 represents the variation of phase transformation tem-
peratures of the reverse phase transformations, magnetic (circles)
and crystalline (squares), with the applied magnetic field to the
alloy. Magnetic phase transformation temperatures under higher
magnetic fields (4, 5, and 6 T) were determined by extrapolation.
Both magnetic and crystalline reverse-phase transformation tem-
peratures decrease with the applied magnetic field. However, the
rate of decrease of the phase transformation temperature with an
increased magnetic field is not the same. Therefore, two curves
intersect at �3.9 T, and under that magnetic field a merged magne-
tostructural phase transformation is anticipated.

For magnetic fields greater than 1 T, the difference between TM
0

and T1=2C (i.e. the difference between the forward phase transfor-
mation temperatures) is directly proportional to the applied mag-
netic field. Therefore, the forward phase transformations (magnetic
and structural) do not merge under any magnetic field because of
the large difference between their thermal hysteresis.
3.8. Thermal hystereses associated with magnetic and crystalline
phase transformations

The thermal hysteresis associated with crystallographic and
magnetic phase transformations under each magnetic field was
calculated by taking the difference between TM

0 and T A
0 and

between T1=2H and T1=2C, respectively (a summary of these calcu-
lations is given in Table 5). The thermal hystereses versus applied
magnetic fields were plotted and the trendline of the data points
are illustrated in Fig. 12. The thermal hystereses under 4, 5, and
6 T magnetic fields were found by extrapolation of the trendline
of thermal hysteresis versus the applied magnetic field graph.
From Fig. 12, the thermal hysteresis of the magnetic phase
transformation (MPT) increases monotonically with the magnetic
field under which the phase transformation takes place. While,
the thermal hysteresis of the first-order phase transformation
(FOPT) has a minimum at a field of 2.8 ± 0.25 T. The thermal hys-
teresis associated with MPT is much higher than that of the FOPT.
Thermal hystereses are intrinsic to the first-order phase transfor-
mations. As a result, in Ni-Mn-X based alloys, even though a large
reversible entropy change is observed, only a fraction of the mate-
rial transform cyclically between the martensitic and the austenitic
phases upon application and removal of a magnetic field. Conse-
quently, hysteresis associated with first-order phase transforma-
tions diminishes the maximum achievable coefficient of
performance in a refrigeration cycle, based on the giant magne-
tocaloric effect [28–30].

Even though the observed magnetic entropy change increases
with the increasing of the magnetic field under which the phase
transformation takes place, it is crucial to take the associated ther-
mal hysteresis losses into account. Therefore, the optimum value of
the maximum magnetic field could be calculated by considering a
maximum entropy change of the first order phase transformation
and minimum thermal hysteresis loss associated with it.

4. Conclusions

In this study, magnetic and crystalline phase transformations of
the Ni52Mn25In16Co7 Heusler alloy were each treated individually.
The alloy undergoes both magnetic phase transformations from
ferromagnetic to a phase with low magnetization and structural
phase transformation from L21 cubic to a mixture of 5M and 7M
modulated martensitic phases. Both changes, of temperature from
200 to 300 K (under no magnetic field), and magnetic field from 0
to 6.5 T (at 230 K), cause a complete reversible martensitic phase
transformation in this alloy. There are also associated thermal hys-
tereses for both magnetic and crystalline phase transformations. In
the studied range, the hysteresis associated with the magnetic
phase transformation is about four times larger than that of the
crystalline phase transformation. The thermal hysteresis associ-
ated with a magnetic phase transformation increases with an
increased magnetic field. The thermal hysteresis is approximately
proportional to the square of the applied magnetic field. The ther-
mal hysteresis associated with the first-order phase transforma-
tion has a minimum approximately under a 2.8 T magnetic field.
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Characteristic temperatures of both crystalline and magnetic phase
transformations decrease with an increasing magnetic field, but at
a different rate. Thus, the difference between the equilibrium tem-
peratures of the crystalline and magnetic phase transformation
(upon heating) decreases with an increased magnetic field, and a
merged magneto-structural phase transformation can be antici-
pated around 3.9 T (250 K). Because of the large difference in the
hystereses, the crystalline and magnetic phase transformations
upon cooling do not merge under any magnetic field. The nature
of the observed phenomena deserves deeper investigation; for
example, comparative study of the crystal and magnetic structures
using AFM and MFM microscopy or by Scanning Electron Micro-
scopy with Polarization Analysis (SEMPA).
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