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a b s t r a c t

We fabricated neutron detectors based on thin epitaxial CVD diamond films grown on single crystal diamond
substrates, with a buried graphitic electrode produced by ion implantation and annealing. The spectra of 5.5
MeV alpha particles were measured with ≈3.5% energy resolution, and, based on the features of those spectra, a
precise assessment of the film thickness was able achieved. A 10 μm thick detector was tested for 252Cf neutron
and γ-radiation source, using 10B and 6Li isotopes as converters. Due to the small film thickness the contribution
from the γ-quanta background to the spectra was restricted by energies below 200 keV, and could be easily
discriminated from the neutron related signals. The performance of the detectors was tested for 5.5 MeV α-
particles at fluences up to 109 cm−2, and no detrimental polarization effect was observed for the best sample.

© 2017 Published by Elsevier B.V.

1. Introduction

Diamond detectors of ionizing radiation have certain advantageous,
such as high radiation hardness, performance at high elevated temper-
atures, and fast response, in comparison with common semiconducting
devices. The diamond detectors are of interest for neutron flux control
in nuclear reactors [1,2], dose measurement in neutron-capture medical
therapy [3], thermonuclear plasma research [4–17]. Commonly, the
neutron detector contains a converter, i.e. a material with isotopes
having a high cross-section of interaction with slow neutrons, to gen-
erate high energy charged particles, to be eventually detected. The
compounds with stable isotopes of boron 10B and lithium 6Li are often
used in the converters.

Of particular interest are experiments on fusion reactors (tokamaks),
where diamond detectors measure simultaneously the total neutron flux
and fast 14 MeV neutrons generated in deuterium–tritium plasma [4].
The fast neutrons are detected owing to 12C(𝑛, 𝛼)9Be reaction within the
bulk of diamond crystal, therefore the detection efficiency is propor-
tional to the crystal thickness. However, with increase of the detector
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thickness the unwanted sensitivity to 𝛾-radiation, more specifically, to
Compton electrons formed as a result of 𝛾 quanta interaction with the
diamond and surrounded materials, also increases. While the 𝑛-detectors
performance is tested, as a rule, with neutron generators, which possess
only a weak X-ray background, many other neutron sources, such as
heavy fission nuclei, have a significant level of concomitant 𝛾-radiation.
Particularly, recent experiments with 0.5 mm thick diamond detector
with 10B converter using 252Cf neutron source [18] demonstrated that
the major part of the detector signal was induced by the 𝛾-radiation. As
the Compton electrons exhibit a small linear energy loss and a long free
path in diamond, the decrease of diamond thickness can be an effective
means to reduce the 𝛾-background signal [19].

Thin-film diamond detectors are widely investigated in the liter-
ature [1,3–7,17]. Typically this type of detector has a boron-doped
diamond layer produced by chemical vapor deposition (CVD) as backing
contact and the intrinsic diamond sensitive layer epitaxially grown on
it. The boron doped substrate, grown either by CVD or by high-pressure
high temperature (HPHT) technique, can have defects induced by the
boron doping (and even a change in lattice parameter in case of high
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doping level), which result in defects appearance in the top epitaxially
deposited intrinsic sensitive diamond film. It might be a reason why
the quality of the sensitive layer is usually worse, than that of free-
standing CVD plates, directly grown on undoped HPHT crystals. While
the latter readily reach 0.4% energy resolution for 5.5 MeV 𝛼-particles,
the resolution of ∼20 μm-thick detectors with boron-doping backing
contact is reported to be not higher than 1%–2% [4,6,7]. The best
resolution 0.5% was reported in [4], but only for a thick 100 μm sample.
What is more important, defects in the sensitive layer can reduce the
detector performance when working under high radiation fluxes and
doses due to polarization effect, observed even in the high-quality free-
standing CVD crystal plates [20].

A buried graphitic layer inside the intrinsic diamond as the backing
contact is considered here an alternative option to the boron-doped
contact for the thin-film diamond detectors. Recently [21] we fabricated
a thin (∼9 μm) diamond film detector with the buried graphitic layer,
and its preliminary test demonstrated the realistic spectrum from 252Cf
source with only small 𝛾-background contribution. In the present work
we further extended the study of this type of thin film detector. The
detectors on three diamond films epitaxially grown on different sorts
of single crystal (SC) substrates, have been fabricated and tested. The
spectra of 𝛼-sources with 5.5 MeV energy have been obtained, and
used to estimate the diamond film thickness with SRIM program [22].
The stability of the device performance upon prolonged 𝛼-particle
irradiation was examined, and a polarization effect have been revealed,
different for the samples compared. One of the detectors, with the
largest crystal area, was used to measure the signal spectrum from
252Cf neutron source. The contribution of 𝛾-radiation to the signal was
deduced from comparison of the detector performance with and without
10B and 6Li converters. These results are important for appropriate
choice of the minimum signal detection threshold in presence of high
𝛾-background.

2. Experimental

Three detectors were fabricated by growing CVD diamond films
on synthetic SC diamond substrates, all with (100) orientation of
largest face. The sample H1 was deposited on a commercial Ib type
synthetic high pressure-high temperature (HPHT) diamond substrate
with dimensions 5.0 × 4.5 × 0.5 mm3, and with a nitrogen concentration
of the order of 100 ppm. Two other devices were formed on the films
deposited on 2.5 × 2.5 × 0.5 mm3 low-nitrogen type IIa HPHT substrate
from ‘‘NDT LLC’’ [23] (sample H2) and on IIa type CVD diamond
substrate 5.6 × 5.6 × 0.4 mm3 from ‘‘SoniTools’’ [24] (sample ST). The
sample preparation was similar to that described in [21]. First, an
epitaxial film with thickness of ∼3 μm was grown in a microwave plasma
CVD system ARDIS-100 [25], keeping the following process parameters:
CH4(3%)∕H2 gas mixture, total flow rate of 500 sccm, pressure 130 Torr,
microwave power of 3.0 kW, substrate temperature ≈980 ◦C, deposition
time of 1 h. Second, He+ ion implantation in the diamond film (energy
of 350 keV, dose of 4 × 1016 cm−2) was performed at room temperature
to form a buried damaged layer in the first CVD diamond layer, followed
by annealing in vacuum at 1500 ◦C for 1 h to graphitize this amorphous
material and obtain a high electrical conductivity. The thin graphitic
layer was located at the depth of about 700 nm (according to TRIM
calculation the projected range for 𝛼-particles is 752 ± 44 nm), well
within the CVD film. The estimated thickness of the graphitic layer for
the implantation conditions used was about 60 nm, as deduced from
optical spectroscopy measurements in a previous work [26].

The ion implantation forms defects (vacancies and interstitial carbon
atoms) along the path of impinging He+ ion. It is assumed that the
annealing in vacuum at 1500 ◦C for 1 h results in two effects. First, a
thin buried layer of the disordered material, where the concentration
of vacancies exceeds some critical value, is converted to graphite.
Second, the defected diamond cap above the graphical layer is annealed
completely (vacancies annealed out at temperatures above 800 ◦C),

Fig. 1. Schematic view of the detector with the top CVD diamond film, buried graphitic
layer and top Al electrode.

almost fully restoring the structure [27]. The annealing procedure is
absolutely necessary for preserving good quality of diamond on the
graphitic contact.

Then, the epitaxial growth of CVD diamond layer was repeated at
the same process parameters, but for a longer time of 3 h, to obtain the
top film thickness of about 10 μm. Because of the deposition temperature
fluctuations and/or drift, the growth rate was not exactly the same in
different deposition runs, the final thickness could vary by ∼20% as
discussed further in Section 3.1. The film surfaces were not polished,
they exhibited growth features (growth steps) with height of 10 to 80
nm, as observed with an optical profilometer ZYGO NewView500. The
surface roughness for the samples varied from 24 to 80 nm, while peak-
to-valley height ranged from 200 to 700 nm. The CVD diamond layer,
due to its high purity, served as the sensitive element of the detector.
Finally, all four edges of the sample were mechanically polished to get
an access to the buried graphitic contact.

The diamond plate was then metalized with ∼100 nm Al film on all
sides by magnetron sputtering in Ar gas at pressure of 10 mTorr. Using
a photolithography the top electrode was formed on the epifilm surface,
with 0.4 mm open gap along the edges for isolation. The design of the
detector is shown schematically in Fig. 1.

The area of the top Al contact was 3.3 × 3.3 mm2, 1.6 × 1.6 mm2

and 3.7 × 3.7 mm2 for the samples H1, H2 and ST, respectively. The
wires were fixed to the electrodes with a silver paste. The dark (leakage)
current at bias voltage of −25 to +25 V was measured with the Keithley
6485 picoamperemeter. For the samples ST and H2 the dark current
was below the noise level of ∼20 pA for all bias range, as estimated by
removing the samples from the measurement circuit. However, for the
H1 sample a diode behavior was observed at the voltage above −7 V
on the top contact. The leakage current above this bias value was rather
unstable and demonstrated hysteresis behavior, so its I-V characteristics
is not shown here. However the current returned below the noise level
when the voltage was rising, therefore no breakdown occurred for H1.
Attempts to use negative bias for ST and H2 samples were discarded,
since the spectra had high noise signal level in this case. This can
indicate an effect of hole injection from the graphite contact, similar
to what was reported for diamond detectors with boron-doped contact
layer [5]. Therefore, all measurements of the spectra were performed at
positive bias voltage on the top electrode.

3. Results

3.1. Alpha particles spectra

The 238Pu source emitting alphas with energies 5.499 MeV (71%)
and 5.456 MeV (29%) was used for the 𝛼-spectra measurements. To
avoid the edge effects the source was positioned above a diaphragm
of 1.5 mm diameter placed in the center of the detector crystal. The
distance between the 𝛼-source and the top surface of the detector was
1 mm. The detector was mounted in a metal enclosure, with output cable
connected to a charge-sensitive amplifier (the same as described in [28])
and SBS-77 multichannel analyzer (MCA) with build-in bias supply. The
measurements were performed in vacuum at +20 V bias, each spectrum
being recorded for 10 min at fixed MCA settings.
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The spectra obtained with the three detectors exhibit alpha-peak
with width (FWHM) of 3%–4% as displayed in Fig. 2. This width is
limited by the performance of the amplifier used in the experiment,
rather than by CVD layer quality. The amplifier noise was estimated
using a test pulse generator, the pulse amplitude was adjusted equal
to that of the signal from the 5.5 MeV 𝛼-particle in diamond. The
test pulse width measured with the MCA was ≈2%, corresponding to
100 keV energy deposition in diamond. For comparison purpose we
also measured the response of a detector we fabricated on a 0.5 mm
thick commercial electronic grade SC diamond (Element Six), and
obtained the similar energy resolution of 3% for the alpha-peak on 650
channel.

According to SRIM calculation [22] the projected range of an alpha-
particle in diamond is 13.6 μm, that exceeds the CVD diamond film
thickness (∼10 μm) above the buried contact. Therefore, the particles,
impinging on the detector surface almost vertically, traverse through
the film and deposit only a part of their energy in the sensitive CVD
layer (above graphite electrode). This explains the origin of a shoulder
present in the spectra for samples H1 and ST (see Fig. 2(a), (c)). At the
same time the particles escaping the diaphragm along tilted directions
leave all their energy in the sensitive layer and form the sharp peak
on Fig. 2(a)–(c). To check this assumption the experiment was repeated
with the 1.5 mm diameter diaphragm but with thickness increased to
8 mm. This diaphragm collimated the incident particles by passing only
those directed within a narrow cone of about 10◦ with respect to the
vertical. The counting rate in this case decreased down to 0.2 c−1, so we
had to increase the spectrum recording time up to 30 min.

The spectra obtained with the thick diaphragm are marked in Fig. 2
by red color, the areas under them are shown as gray-hatched regions,
for clarity they are enlarged in the insets. Clear shoulder at channels
302 and 414, at the foot of a ‘‘big’’ peak at channels 650–660 measured
with thin diaphragm, are seen in the spectra for samples H1 and
ST, respectively (Fig. 2(a), (c)). In the spectrum for the H1 detector
(Fig. 2(a)) the signals from higher energies are also present, that may
indicate a nonuniformity of the film thickness, such as growth steps, or a
global thickness gradient, in contrast to the ST sample with presumably
a more uniform film. No shoulder in the alpha spectrum is seen for the
sample H2, indicating the film thickness to be close to the stopping range
for 𝛼-particles (13.6 μm). However, the thick-diaphragm spectrum of the
H2 sample does not form a sharp peak but rather a broad distribution
in 550–700 channel range. It means that some alphas penetrate through
the CVD layer of the H2 sample, so the film thickness does not exceed
13.6 μm.

The thickness ℎ of a diamond film (sensitive layer) can be determined
from the position of the edge of the shoulder in the full 𝛼-spectra
(non-collimated particles), or from position of the peak at almost
perpendicular incidence of the well-collimated particles, selected with
8-mm thick diaphragm (further referred to as ⊥𝛼-peak). In case of
the 𝛼-particle passage through the film there is a certain scattering
in the energy deposited within the film, that should be taken into
account in its thickness estimate, therefore the following algorithm was
used to determine the ℎ value. First, the range of channels (ROI) was
determined, where the ⊥𝛼-peak is mostly located. The average channel
number for the ⊥𝛼-peak and root-mean square deviation were calculated
within the ROI. The average peak position depends only slightly on
the exact ROI limits. Assuming the 𝛼-peak maximum at 𝐸0 = 5.5 MeV
(and reduced by 15 keV due to the loss in the 100 nm-thick Al contact
layer), the average energy ⟨𝐸⟩ROI deposited in the detector upon normal
incidence was calculated. Next, the film thickness ℎ was fitted with
TRIM program (Monte-Carlo simulation in the SRIM software). In TRIM
simulation both 𝛼 energies of 238Pu were taken into account (5.499 and
5.456 MeV) to calculate the average energy deposition in the active
detector layer, fitted to ⟨𝐸⟩ROI. For the particles passed through the
∅1.5 × 8 mm diaphragm the effective thickness is ℎ⟨cos 𝜃⟩ = 0.99ℎ ,
where 𝜃 is the incidence angle. We took Δℎ = Δ𝐸∕𝑆(𝐸) as the error
in the thickness, where Δ𝐸 is the energy root-meansquare deviation in

Fig. 2. The alpha spectra from 238Pu source obtained with the detectors H1 (a), H2(b) and
ST (c) taken with thin (1 mm) diaphragm (black spectra). The low-intensity red spectra are
taken with thick (8 mm) diaphragm collimating the particle flux. Insets are zoomed spectra
obtained with the thick diaphragm. The narrow blue profiles show TRIM simulation of the
𝛼-spectra with fitted diamond film thicknesses of 8.0, 12.7 and 10.0 μm, respectively. (For
interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

the ⊥𝛼-peak and 𝑆(𝐸) = 𝑑𝐸∕𝑑𝑥 is the alpha stopping power in diamond,
calculated for the 𝛼-particle energy 𝐸 = 𝐸0−⟨𝐸⟩ROI at the bottom of the
detector layer. The results of the film thickness evaluation for the three
samples, and the calculation parameters used, are given in Table 1. The
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Table 1
Parameters of 𝛼-peak as measured with the thin diaphragm, and ⊥𝛼-peak as measured for
the particles collimated with 8 mm thick diaphragm, used to calculate of the diamond film
thickness.

Detector # H1 H2 ST

𝛼-peak channel No. 648 689 661
𝛼-peak width (FWHM), % 3.5 3.2 4.1
Channels range (ROI) 270–330 560–700 380–450
⟨Channel No. of ⊥𝛼-peak⟩ROI 302 ± 13 639 ± 32 414 ± 14
⟨𝐸⟩ROI, MeV 2.57 ± 0.11 5.10 ± 0.26 3.45 ± 0.11
Film thickness ℎ, μm 8.0 ± 0.3 12.7 ± 0.4 10.0 ± 0.2

diamond film thicknesses of 8.0, 12.7 and 10.0 μm, were determined for
the detectors H1, H2 and ST, respectively.

Insets in Fig. 2 show in more detail the ⊥𝛼-spectra obtained with
the thick diaphragm along with a calculated signal distribution (narrow
blue profiles) for the thicknesses given in Table 1. The profiles of the
deposited energy have been calculated with TRIM, taking into account
the angular spread of incident alpha particles. For ST sample the fit pro-
file matches very well to the measured spectrum (see inset in Fig. 2(c)),
thus indicating a high thickness uniformity of the particular epitaxial
film (this corroborates the observation, that the ST sample demonstrated
the most flat surface, without a global curvature, according to our
profilometry data).

3.2. Slow-neutron detection

The experiments on neutron irradiation were performed using
252Cf isotopic source. One fission event produces 3.7 neutrons with
Maxwellian energy distribution 𝐸1∕2 exp(−𝐸∕1.57 MeV) [29], and about
8 𝛾-quanta with average energy of 0.9 MeV per one 𝛾-photon [30]. The
source was placed in the center of a cylindrical polyethylene neutron
moderator of 140 mm radius and the wall thickness of 110 mm. It
was found previously [18] that 22% of neutrons slow down to thermal
velocities in this moderator, while 𝛾-quanta pass it practically without
any change in their spectrum.

The sample ST, having the largest area, was chosen for the test, it
was placed in a screening metal case positioned in proximity to the
moderator. The amplifier and multichannel analyzer were connected
to the detector via a coaxial connector. The energy per channel ratio of
3.94 keV was determined from the 238Pu 𝛼-peak position (to obtain a bet-
ter resolution in lower signal range, the multichannel analyzer settings
differed from those used to get spectra in Fig. 2). The lower threshold
for signal discrimination was set at the channel 14, corresponding to
energy 55 keV deposited in diamond.

The measurements were performed in two steps. First, the spectrum
from 252Cf was recorded without converter of slow neutrons. Then, a
copper foil covered with 3 μm thick 10B isotope was fixed in proximity
of the detector surface, and the spectrum was measured again. After
this, the foil was replaced with an adhesive tape with powder of
lithium carbonate 6Li2CO3 enriched with 6Li isotope. Each spectrum was
recorded or 24 h. The measured spectra for the neutron source with and
without converters are displayed in Fig. 3.

Without the converters, the major part of the spectrum is located
within first 50 channels, corresponding to the deposited energy of less
than 200 keV. The spectrum is a result of diamond interaction with
Compton electrons knocked out from the diamond and housing material.
With use of the converters the spectrum corresponds to 𝛾-emission
background in low energy channels, and the spectrum of the products of
the converter’s nuclei interaction with neutrons at higher energies. The
𝛾-background in the spectra with 10B converter exceeds that seen for
6Li converter and for the case of without the converter. We attribute the
enhanced background observed with the 10B converter to the copper foil
(having the high Z), which generated many Compton electrons under
𝛾-irradiation.

Fig. 3. The spectra from ST detector for the neutron source 252Cf as measured with 10B
(blue spectrum) and 6Li2CO3 (violet spectrum) converters, and without the converter
(black spectrum). The solid vertical lines show the maximum energy of nuclear fission
products of the converter, as calculated from the position of 𝛼-peak for 238Pu (channel
1395). The energy per channel is 3.94 keV. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

The right side of the spectrum is determined by the maximum energy
of charged particles formed by the neutron-converter interactions [31]:

𝑛 + 10B →

{7Li (1.01 MeV) + 𝛼 (1.78 MeV) (6%)
7Li∗ (0.84 MeV) + 𝛼 (1.47 MeV) (94%)

𝑛 + 6Li → 𝛼 (2.05 MeV) + 𝑡 (2.73 MeV) .

A part of energy is dissipated upon slowdown of the particles within
the converter, so the signal spectrum extends from zero to a maximum
energy of the charged particles, if the reaction takes place near the
top surface of the detector. The maximum energy of alpha particles is
1.47 MeV (with 94% probability) with 10B converter, and 2.73 MeV for
tritium in case of 6Li converter. Those energies are shown at the high
energy end of the spectra in Fig. 3, their positions are calculated from the
energy/channel ratio. Thus, the signals from the converter-generated
particles and the 𝛾-background are effectively discriminated, especially
using the 6Li-containing converter.

3.3. Polarization effects

The results shown in Fig. 3 refer to a relatively weak laboratory
neutron source, with the neutron flux of about 70 cm−2 s−1 [21]. The
neutron count rates, after subtraction of the 𝛾-background within 0–
50 channels, was 0.25 and 0.31 s−1 for 10B and 6Li2CO3 converters,
respectively. This corresponds to about 3% of all neutrons, which hit
detector in both cases. However, the detector response can change at
high fluences due to a polarization, i.e. the accumulation of a charge
in diamond bulk. We assessed the polarization effect by measuring 𝛼-
spectra from 238Pu source for a prolonged time, to obtain the doses up
to 107 mm−2. The evolution of the 𝛼-spectrum with irradiation time (10
min, 1 h and 5 h) for the detector ST is shown in Fig. 4(a) (here the
amplifier and multichannel analyzer were different from those used for
getting the data shown in Fig. 2, so exact 𝛼-peak positions are slightly
different from the values in Table 1). The measurements were performed
without the diaphragm, therefore, due to the edge effect, the spectra
revealed a small difference from that shown in Fig. 2(c). It is seen that
the 𝛼-peak decreases and shifts to lower energies with the 𝛼 exposure
time, indicating a reduction in charge collection efficiency.

As the detectors H1 and H2 revealed much lower polarization rate
compared to the sample ST, we used for their tests a more powerful 238Pu
isotope source with the intensity of 7 times higher than that for the ST
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Fig. 4. The evolution of the 𝛼-spectrum 238Pu with irradiation time for the samples ST (a), H1 (b) and H2 (c). A higher flux 238Pu source was used for H1 and H2 detector test. Note the
signal degradation with exposure time due to polarization effect for the samples ST and H1.

Fig. 5. Dose dependences of the 𝛼-peak height at the 238Pu-source irradiation for the
samples H1, H2 and ST (the peak heights are normalized to unity at the beginning of
irradiation). The bias voltage is +20 V.

device. The signal evolution with time for the sample H1 is shown in
Fig. 4(b). The alpha peak decreases in a few hours and then stabilizes,
the difference between 1 and 20 h spectra is rather small. For the most
stable detector H2 no change in the spectrum was observed for 24 h
exposure as shown in Fig. 4(c).

The results on polarization effect for the three samples are summa-
rized in Fig. 5. The plots are given for the normalized 𝛼-peak intensity
vs dose of 5.5 MeV alphas as measured at +20 V bias voltage (the
field 𝐸 = 2 V∕μm). The dose was calculated for the area of the top
Al contact only, neglecting the naked edge zone. The 𝛼-peak height
for ST sample reduced by two times after the dose of 105 mm2, the
sample H1 response stabilizes after the dose of 5 × 106 mm2, while no
polarization is seen for H2 sample up to dose of 107 mm2. After bias was
switched off for 1 min and then switched on again, the initial spectrum
was completely restored for each of the detectors. We note, that prior the
polarization test, the ST sample received quite low dose upon neutron
exposure, when the data for Fig. 3 were collected, but those doses were
too low to cause enough radiation damage supporting the observed
polarization effect at that stage. Therefore, we attribute the observed
enhanced polarization for ST exclusively to its more intrinsic defected
structure, rather than to accumulation of radiation defects before the
polarization kinetics test.

As the sample preparation procedure (growth, ion implantation,
annealing) was nominally identical for all the three specimens, the
difference in the polarization effect between them can be ascribed
to a difference in abundance of growth defects, such as dislocations,
originated from the film/substrate interface [32]. The substrates in

the present study were of different origin, with presumably different
(uncontrolled) dislocation density and defect contents. The dislocations
and other point and extended defects can serve as long-lived traps,
charged during the irradiation process. As established in [20] by the
Transient Current Technique for a 0.5-mm thick single crystal diamond
detector, the charged traps induce a build-in electric field compensating
the bias field, thereby reducing the charge collection efficiency. When
bias is switched off but the source is not removed, the build-in field
induces the current in reverse direction, which discharges the traps
and restores detector to its initial state. We note that although the
He+ ion implantation does induce defects, they are not responsible
for the polarization observed since the H2 sample shows no spectrum
degradation.

4. Conclusions

We fabricated thin epitaxial diamond film detectors, with a buried
graphite electrode layer 8–12 μm deep produced by He+ ion implantation
and annealing. The energy spectra for 5.5 eV alpha particles were
obtained with 𝛼-peak width (FWHM) of 3.6 ± 0.4%. The alpha spectrum
features were used to estimate the film thickness with accuracy of
better than 0.4 μm. Using 10B and 6Li isotopes as converters, which
produce charge particles with maximum energy of 1.47 MeV and 2.73
MeV, respectively, the thin film sensors were tested for detection of
neutron and 𝛾-radiation from 252Cf source. By comparing the detector
signals with and without the converter it was possible to discriminate
the contribution of 𝛾-quanta in the spectrum from that of the neutron
related signal. We showed that the small thickness of sensitive diamond
layer allows a strong reduction of the 𝛾-background impact on the
detector response. The best quality detector demonstrated high stability
under exposure to 𝛼-particles from 238Pu isotope source, with no sign of
polarization at least up to dose of 107 mm−2 at flux of 130 mm−2 s−1.
Another advantage of the reported device is its capability to work with
low bias (20 V in our case). Also, the use of thin diamond film detectors
is expected to significantly increase the detector radiation hardness
compared to common ∼0.5 mm thick diamond plates [8]. Moreover,
high energy resolution can be achieved with thin diamond single crystal
neutron detectors, as demonstrated recently by Shimaoka et al. [9] for
a 70 μm thick free-standing film separated from the substrate by lift-off
technique. In view of these benefits the use of different versions of thin
film detectors for neutrons and other high energy particles deserves a
further attention.
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