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Abstract

The analysis of the numerical aspects of Hilbert transform spectroscopy based on the a.c. Josephson effect is presented. The
resolving power of Hilbert transform spectroscopy is determined by such factors as the linewidth of the Josephson oscillations
(intrinsic or natural resolution limit) and the limitation of the measurement interval (extrinsic or technical resolution limit)
like in any spectroscopic technique based on some integral transformations. The deconvolution problem in Hilbert transform
spectroscopy is posed and its solution is considered using the approach of the 1st kind integral equation for the spectrum of
the incident radiation constructed from the input data of the Hilbert transform spectroscopy—the ‘hilbertogram’. The program
package RECOVERY based on the maximum likelihood method is used for this purpose. This method allows to attain the
maximum possible resolution enhancement in output result for a given signal-to-noise ratio in the input experimental data.
The samples of numerical simulations and the spectrum of frequency-modulated BWO radiation measured by means of the
Josephson junction made from high-Tc superconductor are presented. It is shown also that the integral equation approach
allows to recover the sought spectrum beyond the intrinsic resolution limit and to achieve the superresolution.
 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

It was shown in [1] that the change in (I -V ) characteristic of a Josephson junction irradiated by a wide-band
incoherent electromagnetic field is related to the spectrum of the incident radiation by the Hilbert transformation.
Based on this relation a spectroscopic technique for submillimeter wavelength range was suggested and later named
as Hilbert (-transform) spectroscopy [2]. Since 1980, the mainstream of publications in this filed was connected
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with the choice of junction type suitable for the Hilbert-transform spectroscopy implementation [3–5]. Recently,
the Hilbert transform technique was implemented to the response of high-Tc superconductor junction at the 1-THz
frequency [6]. However, not much attention has been paid to the numerical and pure spectroscopic aspects of the
Hilbert spectroscopy technique. The aim of the present work is to fill this gap.

The deconvolution problem in Hilbert spectroscopy is considered using the approach to the Hilbert spectrum
(hilbertogram) as the first kind integral equation relative to the spectrum of the incident radiation. We use for
this purpose the package RECOVERY, which is based on the maximum likelihood method. This method and the
program were chosen because the method attains the maximum possible resolution enhancement for a given signal-
to-noise ratio in the input experimental data [7,8]. Just a minor modification has been necessary to take account of
the singular character of the Hilbert transformation kernel.

The solutions of the integral equation have been obtained in the course of numerical simulations and compared
with the results of the usual Hilbert transform procedure using the FFT algorithm. It is also shown that the integral
equation approach allows the recovery of the sought spectrum beyond the intrinsic resolution in the case of the
experimentally measured response of a Josephson junction made from a high-Tc superconductor and to realize the
superresolution in accordance with the definition and criterion stated in [7].

It is worthwhile to define more exactly the terms deconvolution and superresolution as applied to the present
case. Because the action of the point-spread (or instrumental) function (PSF) of a spectroscopic device is usually
described by the convolution integral (see e.g. [9]) the deconvolution procedure should remove distortions in
the measured spectra introduced by the PSF. This can be achieved by various techniques but we keep the term
deconvolution for the restoration of altered but measured details in the spectrum under study. The definition of
these details may be given, e.g., by the known Rayleigh’s resolution criterion for the original spectrum or by
the effective bandwidth of its Fourier transformation. The term superresolution can be defined as a procedure for
recovering the spectral details that have been projected to zero set or suppressed below the noise level owing to the
convolution with the PSF [7,12].

In the case of the Hilbert-transform spectroscopy we define as deconvolution any way that allows the minimiza-
tion of spectrum distortions originating from the limitation of the measurement interval. The superresolution is
defined as the procedure for removing to some extent the effect of the non-zero bandwidth of the Josephson oscil-
lations. The results of the present work show that the integral equation approach to spectrum recovery in Hilbert
spectroscopy provides simultaneous solutions to both deconvolution and superresolution problems.

2. Basics of Hilbert-transform spectroscopy

2.1. Josephson effect in brief

The readers which are interested in a more detailed description of this topic can refer to the textbooks [13–15].
The superconducting state is characterized by the complex order parameter (condensate wave function)

Ψ =�exp(iφ),

where� is related to the energy gap for normal quasiparticle excitations andφ is the phase of the order
parameter. The Josephson effect arises as two superconductors are separated by a thin region (barrier) where�

is suppressed, but a tunneling process for Cooper pairs is still possible. In this case the currentI of Cooper pairs
(or superconducting current) across the barrier is expressed by the formula

I = Ic sinϕ, ϕ = φL − φR, (1)

whereϕ is the difference of the phases of left and right superconductors andIc is named as the critical current
of the d.c. Josephson effect. WhileI < Ic, that is the d.c. current provided by the external circuit is sufficiently
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low there is no voltage drop across the junction and the charge transfer through the junction is due to the pure
superconducting current (supercurrent).

Besides the superconducting current that accompanies the spatial inhomogeneity of the phase, there are
situations when the phase difference is time-dependent. In this case there is the voltage dropV across the barrier
and the famous Josephson relations apply:

h̄
dϕ

dt
= 2eV, (2)

ΩV = 2eV/h̄. (3)

The immediate consequence of the two Eqs. (1), (2) is that if there is a constant-in-timeV then the superconducting
current oscillates with the Josephson radian frequencyΩV given by Eq. (3).

These ‘self-sustaining’ oscillations are the basis of all spectroscopic applications of the Josephson effect.
Interacting non-linearly with the external time-dependent perturbations they produce changes in d.c. current-
voltage (I -V ) characteristic of the Josephson junction or signals with some intermediate frequencies.

The simplest model of the Josephson junction is the Resistively Shunted Junction (RSJ) model. The total current
across the junction is considered as the sum of the superconducting current and the current of normal quasiparticle
excitations (electrons):

V/R+ Ic sin(ϕ)= I,
whereR is the junction resistance in the normal (non-superconducting) state. This equation and the Josephson
relations Eq. (2) constitute the set of equations describing all the properties of a small-area junction. It is generally
accepted to use the dimensionless units. Let us denote

i = I/Ic; Vc = IcR; v = V/Vc;
Ωc = 2eVc/h̄; ω=Ω/Ωc; τ =Ωct.

Then we can rewrite the set of the equations in the dimensionless form:

dϕ

dτ
+ sinϕ = i, dϕ

dτ
= v. (4)

If we could provide the time-independent bias voltage to the junction (the voltage-driven junction) then the d.c.
I -V characteristics (the time-averaged current) would be a simple linear relationı̄ = v because the supercurrent
is the pure harmonic function of time in this case. The solution of these equations in the more realistic case of
time-independent currenti (the current-driven junction) gives a non-linearI -V curve that can be written in the
form:

ı = sign(v̄)
√
v̄2 + 1, (5)

wherev̄ is the time-averaged bias voltage and the bar indicates a time-averaging procedure.
It must be stressed that the voltage in the junction is in this case a periodic (but not harmonic) function of time.

Its fundamental frequency is determined by the Josephson relation (3) taken for time-averaged bias voltage, that is
ωv̄ = v̄.

Let now the monochromatic external currentı̃(τ ) with radian frequencyω be supplied to the junction. Then
the d.c.I -V characteristic is changed. The respective expression describing the current response under condition
v̄ = const was obtained by Kanter and Vernon [16] in the quadratic approximation:

�ı̄(v̄,ω)= 1

4ı̄

ı̃2(ω)

v̄2 −ω2 . (6)

Evidently, the above-written expression is invalid near the ‘resonance’ bias where the conditionv̄ = ω is fulfilled.
More detailed analysis shows that the ‘current step’ (Shapiro step) is formed atv̄ = ω. The magnitude of this step
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is proportional to the first grade of the amplitudeı̃(ω). Inside this interval of the d.c. current the frequency of the
Josephson oscillations becomes locked to the external frequency (see e.g. [13]).

Let us consider now the Kanter–Vernon formula (6) and ask whether it can generate the Hilbert transformation.
At first glance, it looks like the kernel of the Hilbert transformation. If we had the right to describe the junction
response to the a.c. current with a continuous spectrumSi(ω) in the form

�ı̄(v̄)∝ −
∞∫

0

Si(ω)�ı̄(v̄,ω)dω,

where−∫ denotes the Cauchy principal value of the integral, then we might hope to obtain the spectrumS(ω) of the
incident radiation by means of the inverse Hilbert transformation. However, near the resonance voltagev̄ = ω the
response is not quadratic but linear in the a.c. current amplitude. Hence, this situation has to be considered more
thoroughly.

2.2. Theoretical background of Hilbert-transform spectroscopy

The Kanter–Vernon expression (6) was obtained by neglecting the fluctuation currentif (τ ) in the junction. In
fact, such fluctuations are always present and must be inserted into the expression for the current. Thus, we have to
rewrite the first equation of our previous set (4):

dϕ

dτ
+ sinϕ = ı̄ + if . (7)

The solution of (7) shows that the presence of the fluctuations gives rise to the finite width of all harmonics in the
spectrum of the Josephson oscillations and eliminates the singularity in Eq. (6) [13]. The analytical expression for
the response to the monochromatic perturbation has the form [1]:

�ı̄(v̄,ω)= ı̃2(ω)

8ı̄v̄

[
v̄ +ω

(v̄ +ω)2 + γ 2
+ v̄ −ω
(v̄−ω)2 + γ 2

]
. (8)

It was derived in the RSJ model using the results of [13] under the condition that the fluctuation currentif is
δ-correlated in time. Hereγ is the fluctuation-induced linewidth of the Josephson oscillations. This expression is
valid for v̄,ω
 γ . Now we are able to establish that the a.c. current with a spectral intensity distributionSi(ω)

should result in the response determined by the formula [2]:

�ı̄(v̄)=
∞∫

0

dω�ı̄(v̄,ω)= π

8ı̄v̄

[
− 1

π

∞∫
−∞

dωSi(ω)
ω− v̄

(ω− v̄)2 + γ 2

]
. (9)

Some comments are necessary with regard to the relation between the spectrumSi(ω) of the a.c. current̃ı
considered above and the spectrum of the electromagnetic radiation incident on the Josephson junction. The
coupling of the junction to the radiation is usually realized by means of various kinds of antennas. Thus, the
spectrumSi(ω) has to be related with the spectrumS(ω) of the incident radiation by the expression

Si(ω)=
∣∣K(ω)∣∣2S(ω),

whereK(ω) is the transfer function of the antenna. Since we are interested in the radiation spectrumS(ω), the
functionK(ω) must be taken into account for the case of sufficiently wide-band external radiation.

It is seen that the expression in brackets in Eq. (9) tends to the Hilbert transformation of theSi(ω) if the limit
γ → 0 is taken. Entering the function

g(v̄)= 8

π
ı̄v̄�ı̄(v̄) (10)
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and applying the Hilbert transformation to it in the form:

Ŝ(ω)=Hv̄→ω

[
g(v̄)

]≡ 1

π
−
∞∫

−∞
dv̄
g(v̄)

v̄ −ω (11)

we obtain [2]

Ŝ(ω)= 1

π

∞∫
−∞

dω′ Si(ω′)
γ

(ω′ −ω)2 + γ 2 . (12)

The estimation of the spectrumSi(ω) is noted in Eqs. (11), (12) witĥS(ω).
It is easy to recognize in Eq. (12) the convolution of the spectral density of the external a.c. current with

the Lorentz distribution. The latter represents the sidebandJ (ω− v̄, v̄) of the known spectrum of the intrinsic
Josephson oscillations in the current-driven junction

SJ (ω, v̄)∝ γ (v̄)

(ω− v̄)2 + γ 2(v̄)
+ γ (v̄)

(ω+ v̄)2 + γ 2(v̄)
≡ J (ω− v̄, v̄)+ J (ω+ v̄, v̄) (13)

obtained theoretically in the RSJ model withδ-correlated thermal noise. IfSi(ω) varies slowly over frequency
intervals of the order ofγ then the Lorentz distribution in the integrand may be replaced byπδ(ω′ − ω) and the
function obtained̂S(ω) becomes evidently equal to the sought spectrumSi(ω). On the other hand, ifSi(ω) is a
more narrow band function of the frequency than the spectrum of the Josephson oscillations and can be taken
as∝ δ(ω − ω0) then the last expression gives us the intensity of the Josephson oscillationsJ (ω0 − v̄, v̄) at the
frequencyω0 as a function of the bias̄v.

It should be noted that the bandwidthγ of the Josephson oscillations is really bias-dependent as it is explicitly
shown in Eq. (13) by the second argument ofJ (ω ± v̄, v̄). In the scope of the same RSJ model the fluctuation
currentif originates from the equilibrium thermal fluctuations in the normal resistanceR of the junction and the
result is (in dimensional form) [13]:

Γ (�V )≡ γ (v̄)Ωc = 1

π

(
2e

h̄

)2R2
d(

�V )
R

kT

(
1+ I2

c

2Ī2(�V )
)
.

HereRd = d�V /dĪ is the differential resistance of the junction. It is seen from this expression thatΓ depends in
general on the bias voltage�V . This circumstance makes the transfer from Eq. (9) to Eq. (12) by means of the
Hilbert transformation (11) questionable. Below we point out the conditions when thisV -dependence ofγ should
not be an obstacle in the Hilbert-spectroscopy implementation.

It is necessary to note that the real Josephson junctions can more or less differ from the ideal RSJ model in their
characteristics. On the one hand, the RSJ model does give a good description of some Josephson junctions. The
discussion of the RSJ model and its applicability for low-Tc superconductor junctions can be found in [14]. As
for high-Tc-superconductor Josephson junctions, there are the successful experimental tests of the RSJ model with
reference to high-frequency applications and noise properties in [4,5,17,18] and in [19] for SQUIDs. On the other
hand, it is certainly of importance to know to what extent the results obtained by the Hilbert spectroscopy technique
are independent of the junction’s “non-ideality”. This problem is now the subject of current investigations,
especially as regards high-Tc based junctions or more sophisticated Josephson structures like coherent chains of
junctions. In particular, the suggestion to use Eq. (12) for measuring the spectrum of Josephson oscillations was
formulated in [2] as a preliminary proposal but it was already applied to a quantitative analysis in [4,5] without any
substantiation.
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We deduce here, following [20], an extension of Eq. (9) that allows us to remove the limitation of the Josephson
oscillation spectrum by the Lorentzian shape. It is easy to see that Eq. (9) with account for Eq. (13) can be presented
in the form:

�ı̄(v̄)= π

8ı̄v̄

[
1

π

∞∫
−∞

dωSi(ω)

(
1

π
−
∞∫

−∞
dω′ J (ω′ − v̄, v̄)

ω′ −ω

)]
. (14)

Eq. (14) can be transformed to the form:

�ı̄(v̄)= π

8ı̄v̄

[
1

π

∞∫
−∞

dωSi(ω)

(
− 1

π
−
∞∫

−∞
dv′ J (ω− v′, v̄)

v′ − v̄

)]
. (15)

Under conditionγ (v̄)/v̄� 1 over all the essential range of the biasv̄, the second argument of the spectral density
J in Eq. (15) does not hinder us from calculating the Hilbert transformation according to Eq. (11) at arbitrary
but smooth dependenceγ on v̄. As a result, we arrive at the generalization of the convolution in Eq. (12) in the
following manner

Ŝ(ωv̄)= 1

π

∞∫
−∞

dωSi(ω)J (ω−ωv̄, v̄). (16)

It follows from (16) that Hilbert-transform spectroscopy can be used for measuring either the spectrum of the
incident radiation or the spectrum of the Josephson oscillations itself independently of the real spectral distribution
of the Josephson oscillations if one of the involved spectral distributions is much narrower the other.

Eq. (16) constitutes the basis and establishes the restrictions of experimental investigations where Hilbert
spectroscopy is employed to measure the shape of the Josephson oscillation spectra and the dependence ofΓ

on V . If we are interested in measuring the spectra of external radiation sources with necessary account for the
finite bandwidth of the Josephson oscillations, the expressions (15), (16) allow us to deal with the deconvolution
problem in functional spaces of either measured or Hilbert transformed functions.

2.3. What is to be measured and how

The functiong(v̄) of Eq. (10) must be formed as the result of measurement procedures. To this end theI -V
characteristicĪ (�V ) and the response function�Ī(�V ) are to be measured as a function of the bias voltage�V . The
range of the bias�V -sweep has to include the[0–Vmax] interval with sufficiently highVmax in order to provide
effectively the infinite limits during an evaluation procedure of the integration over�V in Eq. (11). It is convenient
to introduce the termhilbertogram for the functiong(v̄) on close analogy with theinterferogram in the Fourier-
transform spectroscopy.

The resolution of Hilbert spectroscopy depends on the linewidthγ of the Josephson oscillations, on the length
of the swept�V -interval, and on the spacing of the data points. The linewidthγ depends on the intrinsic voltage
fluctuations in the junction and on the level of external interferences. The latter must be suppressed as low as
possible in the wide frequency range beginning from the line frequency and up to TV-station frequencies.

The experimental equipment must allow to chop the incident radiation and to measure the phase of the response
�Ī using a lock-in amplifier. The functiong(v̄) defined by Eq. (10) can be obtained from the measured data by
straightforward procedure [21]. The simplest case takes place for the d.c. voltage-driven junction when two curves,
the d.c. current̄I and the response�Ī , must be measured as functions of bias�V . For the current-driven junction it
is necessary to calculate the current response�Ī(�V ) from the measured voltage response��V (Ī ) by means of the
known expression

�Ī = −��V /Rd. (17)
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Fig. 1. The example of the experimental data as a function of the junction bias in µV. (1) TheĪ (�V ) characteristic, current in µA, voltage in µV.
(2) The differential resistance of the junctionRd in %. (3) The value of��V (�V ) in a.u. (4) The hilbertogram functiong(�V ) in a.u.

The differential resistanceRd(�V ) can be directly measured or numerically calculated from the measuredĪ (�V )
characteristic.

In Fig. 1, for an example, all constituents of the source data setĪ (�V ), Rd(�V ) and��V (�V ) are presented. The
hilbertogramg(�V ) is generated from these data by using Eqs. (10) and (17). This sample was measured with a
high-Tc Josephson junction irradiated by the backward-wave oscillator (BWO) radiation at the frequency of about
410 GHz.

2.4. Transfer to the integral equation with the Hilbert kernel

To calculate the Cauchy principal value in the Hilbert transformation

H{f }(y)= 1

π
−
∞∫

−∞

f (x)

x − y dy (18)

the two numerical methods are usually applied: the direct computation by means of a quadrature formula or using
the fast Fourier-transform (FFT) technique [23–25]. Both require quite a large region of the bias voltage to be swept
in order to avoid the lack of resolution and/or distortion of the measured spectrum. The method for computing the
Hilbert transformation (18) proposed by Weideman [26] is reduced to the change of variable

x = tan
θ

2
, −π < θ < π,

and it also requires knowledge of the integrandf (x) over an essential part of its definition.
In this study we use another approach. Applying the inverse Hilbert transformation, we can invert Eq. (11) and

rewrite it as a convolution integral equation forŜ(ω) with the Hilbert kernel

H−1
ω→v̄

[
Ŝ(ω)

]≡ − 1

π
−
∞∫

−∞

Ŝ(ω)

ω− v̄ dω= g(v̄). (19)
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The measured radiation spectrumS(ω) and its estimation̂S(ω) belong usually to the class of functions with
compact support and finite energy, i.e.

S(ω)= 0 and Ŝ(ω)= 0 for |ω|>ω1,ω1> 0,

∞∫
−∞

S(ω)dω <∞.

The Hilbert transformationsg(v̄) of such functions have, on the contrary, long-range tails and slowly decrease as
1/v̄ asv̄ tends to infinity. The application of the integral equation approach allows us to avoid measuringg(v̄) in
the region ofv̄, far beyond the existence domain ofŜ(ω). It will be shown in Section 5 that the measurement of
g(v̄) can be restricted by a regionv̄ where the magnitude ofg(v̄) still exceeds the noise level considerably.

To solve the convolution integral equation (19) with the Hilbert kernel we use the program package
RECOVERY [8] which is based on the maximum likelihood method. It was shown in [7] that the maximum
likelihood based algorithm allows us to reach superresolution in the case of non-singular kernel of the integral
equation. The present work demonstrates that it is also correct for the singular kernel of the Hilbert transformation.

3. Definition of superresolution for the Hilbert-transform spectroscopy

There is a natural connection of Eq. (19) with the Kramers–Kronig relations in electrodynamics and optics [22]
and there are computer programs and algorithms specially devoted to compute them [23–26]. All methods
implemented in these papers can be outlined aslinear methods because all of them use a linear expansion of
the data on different sets of basis functions. According to paper [7], any kind of linear restoration methods can only
modify the amplitudes of the Fourier harmonics but cannot generate the new ones that are absent in the input data
or were lost in the input noise. Therefore, linear methods can not achieve a superresolution.

From here onwards we shall define the superresolution ratioSR as the ratio of the Fourier spectrum width of the
output signal to the input one

SR = (�ω)out/(�ω)in. (20)

The definition of�ω for any signal is given by the formula

�ω= 1

Smax(ω)

∞∫
0

S(ω)dω, (21)

whereS(ω) is the spectral intensity of the signal with respect to the positive frequency semiaxis andSmax(ω) is the
maximum value of the functionS(ω) on the interval 0<ω<∞. It must be emphasized that the definition (20) of
SR does not formally coincide with the definition given in [7] because the kernel of the Hilbert transformation

K(x − y)= 1

x − y (22)

has infinity bandwidth both in the directx-space and in the Fourier-transformω-space. But the new definition (20)
can be used with equal ease for the Hilbert transform kernel and for ordinary kernels like Lorentzian or Gaussian
ones.

It was shown in [7] that the maximum possible superresolution ratio is mainly determined by the signal-to-noise
ratio in the experimental data and it can be easy predicted by the simple formula

SRmax= 1

3
log2

(
1+ Es

En

)
≈ dB

10
.

In the above formulaEs—energy of the measured signal,En—energy of noise in the input data, and dB=
10 lg(Es/En) is the signal-to-noise ratio of the input data.
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In view of well-known formulae of the Hilbert transformation

H
(
sin(ax)

)= cos(ay), H
(
cos(ax)

)= −sin(ay), a > 0

the Fourier harmonics of any functionf (x) do not change their magnitudes after the Hilbert transformation. It
follows from here that

(�ω)out = (�ω)in,
and according to our definition of superresolution (20) we obtain always the superresolution ratioSR = 1 for the
Hilbert transformation. It is a very important general conclusion and at first glance we can not in principle obtain
SR> 1 in Hilbert-transform spectroscopy.

However it would be the wrong conclusion. In reality, we always have the finite bandwidth of the Josephson
oscillationsJ (ω− v̄, v̄) in Eqs. (14)–(16). Thus, beside the Hilbert transformation in (11) we have the convolution
integrals of the input spectrumSi(ω) either with the Hilbert transform spectrum of Josephson oscillations in
Eq. (14) or withJ (ω− v̄, v̄) itself in Eq. (16). As a result, the spectral bandwidth of the real kernel in the integral
equations forSi(ω) is always finite and the conception of superresolution in Hilbert-transform spectroscopy is
thereby well-defined. This gives, in principle, a chance to increase the bandwidth of the output result, using the
recovering procedure.

In contrast to the methods designed for direct computation of the Hilbert transformation of the input
experimental data we suggest here to solve the convolution integral equation (19). We use for this purpose program
Dconv2 from the package RECOVERY [8] based on the maximum likelihood method (MLM). This isa nonlinear
method and as it was shown in [7] this method can in fact achieve superresolution. The detailed description of the
recovery procedure has been presented in [7,8] and some recent examples of the RECOVERY program package
applications are published in [10,11]. There is a frequency-domain analysis of the superresolution resulting from
the expectation-maximization algorithm [12], which is in essence the same as used in the RECOVERY package,
which is in its turn an improvement of Tarasko’s algorithm [27].

The interesting paper of Kuz’menko et al. [28] should be noted here, devoted to infrared spectroscopy where
the Kramers–Kronig relations are also reduced to a system of integral equations of the first kind solved by the
nonlinear method of minimization.

4. Point spread functions for the Hilbert transform kernels and start point for the iterations in the
RECOVERY programs

Because the Hilbert transform kernel (22) has odd symmetry, it is convenient to use input data having also odd
symmetry

�I(−V )= −�I(V ).
The kernel function (22) has the nonintegrable singularity atx = y and we can not directly use this function as a
point spread function required by the deconvolution programDconv2. Instead of (22) we accept as the PSF

PSF1(xi, x0)= 1

xi − x0 + 0.5
, xi, x0 ∈ [−NK,NK − 1]. (23)

Here 2NK is the total number of points in the digitized PSF. The PSF defined in Eq. (23) has no singularity at the
pointx0, the position of symmetry point of the PSF. The substitution of the PSF in form (23) is implemented in the
newDconv2_n recovering program.

We do also use in our recovering program another version of the PSF

PSF2(x;D)= y

1+ y2 , y = (x −Npsf/2)/D, (24)
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whereD is a free parameter for achieving superresolution. ThePSF2 is proportional to the inverse Hilbert transform
of the Lorentzian peak

L(x)= 1

x2 +D2 (25)

and thePSF2 has also the same asymptotic aty→ ∞ with respect to (22).
It was implemented in both standard programsDconv and Dconv2 of the RECOVERY package that the

maximum of the recovered spectrum was placed at the point of the maximum of the input spectrum. This was
changed in the Hilbert transform recovering programDconv2_n where the maximum of the recovered spectrum is
placed at the point of the sign change of the input hilbertogram data.

One more point is essential in using theDconv2 program in Hilbert-transform spectroscopy and it should be
mentioned here. It was implemented inDconv2 of the standard RECOVERY package [8] where iterations always
start from the standard initial approximationS0(ω) = 1. We have found that it is more effective if the initial
approximation

S0(ω)=H
[
g(�V )], �V = ω/(2πf0), f0 = 0.4835 GHz/µV

is equal to the linear Hilbert transform of the input datag(�V ). This is implemented as an option in theDconv2_n
recovering program.

5. Simulation results

Before demonstrating the application of theDconv2_n program to real input data in Hilbert spectroscopy we
have to test this method on simulated data.

As a rule we can only use an finite interval of the input hilbertogram supportω1 � ω � ω2, ω1 <∞,ω2<∞
(usuallyω1 = 0) rather than−∞< ω <∞ required by the definition of the Hilbert transformation. We call this
as data limitation. The effect of the data limitation on the output result for two different techniques of the Hilbert
transformation is presented in the Fig. 2. One case is the FFT based linear method combined with the optimal
filtering [29] and another case is the nonlinear method based on theDconv2_n program. The input hilbertogram
having the signal-to-noise ratioS/N = 20 dB and the initial spectrum to be determined by Hilbert spectroscopy are
shown in Fig. 2(A) of this picture. The results of the Hilbert transformation obtained by the two above-mentioned
techniques are shown in Fig. 2(B) of this picture. We see the drastic difference between results of both methods.
The implementation of the Hilbert transformation of the hilbertogram in Eq. (11) by FFT method has a large bias
nearω = ω2, whereas the solution for the integral Eq. (19) byDconv2_n program does not give bias and the level
of the output noise equals approximately to the level of the input noise. The wrong “tail” of the “by FFT” output
curve is a trace of the logarithmic divergence of the Hilbert transformation at the place of the first kind discontinuity
resulting from the periodical continuation of the hilbertogram due to the FFT implementation.

A striking example of superresolution in Hilbert spectroscopy is presented in Fig. 3. Here the sought-for
spectrum consists of three narrow peaks having equal amplitudes and non-uniformly distributed over the frequency
axis. If we do not use the information about the real profile of the Josephson generation line (curve 1) we can only
obtain as the recovery result the curve 2 from part (A) of this figure. The curves 2 and 3 have the same frequency
band width and according to our definition (20) the superresolution ratio should be equal to unitySR = 1.

At the same time, if we do use the approximate estimation of the Lorentzian profile widthD = 45 instead of the
true valueD = 50 we can obtain the superresolution restoration result (curve 2 of the part (B)). The superresolution
ratio in this example equalsSR = 1.872. We have used thePSF2 from Eq. (24) in the RECOVERY program
Dconv2_n.
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Fig. 2. Data limitation effect. (A) 1—input Lorentzian peak (25) withD = 60, 2—the inverse Hilbert transform of the Lorentzian peak with the
normal distributed noise having signal-to-noise ratioS/N = 20 dB added to this curve. This curve is truncated on right. (B) 1—restoration of
the input Lorentzian peak by the nonlinear method using theDconv2_n program and thePSF1 from Eq. (23) (thin noise curve) and the original
peak inside (thick curve), 2—restoration by the linear FFT based method with optimal filtering.

Fig. 3. Superresolution in Hilbert spectroscopy. (A) 1—the Josephson oscillation line with the Lorentzian profileD = 50, 2—convolution of the
Lorentzian peak 1 with the 3-line spectrum (see bottom of (B), 3—input data for the RECOVERY program,S/N = 30 dB. Similarly to Fig. 2
this curve is also truncated on the right side. (B) 1—the same curve as 2 from (A), 2—the RECOVERY result of 3-line spectrum restoration
(Gaussian-like peaks), the three narrow peaks inside is the sought-for spectrum. The superresolution ratio achieved isSR = 1.872,χ2 = 0.98,
iteration numberN = 300.
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The last simulation example presented here is the frequency modulation (FM) test. This case gives us an
opportunity to simulate a signal with a continuous spectrum of quite a complicated character. The time-dependent
function describing the oscillation with harmonically modulated frequency can be written as

f (t)= cos

(
ω0t + �

Ω
sinΩt

)
. (26)

The Fourier series of this almost periodic function may be found in many textbooks (see, e.g., [30, p. 39]). However,
in our case it is more convenient to deal with the covariance function off (t) and its spectral density. Using the
definition of the covariance functionΦ(τ) and its spectral decomposition that is appropriate for periodic and for
almost periodic functions

Φ(τ)= lim
T→∞

1

T

T/2∫
−T/2

dt f (t)f (t + τ ),

SΦ(ω)= lim
T→∞

2

T

T/2∫
0

dτ Φ(τ)cos(ωτ), (27)

Φ(τ)=
∑

ωk∈(−∞,∞)
SΦ(ωk)e

−iωkτ ,

we obtain for the function (26):

Φ(τ)= 1

2
J0

(
2�

Ω
sin
Ωτ

2

)
cos(ω0t), SΦ(ωk)= 1

4
J 2
k

(
�

Ω

)
[δmk + δnk]. (28)

HereJk(x)—Bessel function with integer indexk, ω0,Ω > 0, −∞ < ω <∞, k = 0,1,2, . . . , the set of{ωk}
is determined as the solutions of the equations|ω ± ω0| = kΩ, integer parametersm andn are defined by the
expressions

m= |ωk −ω0|
Ω

, n= |ωk +ω0|
Ω

,

andδmn is the Kronecker characteristic function

δmn =
{

1, m= n,
0, m �= n.

We shall be interested in the case of very low modulation frequency, that is

ω0/Ω 
�/Ω 
 1. (29)

Thus, the summation overωk in Eq. (27) can be approximated by the integration overω in the following way

Φ(τ)= 2
∑
ωk>0

SΦ(ωk)cosωkτ ≈ 2

∞∫
0

dω

2π

π

2Ω

[
J 2
µ

(
�

Ω

)
+ J 2

ν

(
�

Ω

)]
cos(ωτ). (30)

The obtained expression (30) defines the continuous approximation of the frequency modulated (FM) oscillation
spectral density, viz.

SΦ(ω)= π

2Ω

[
J 2
µ

(
�

Ω

)
+ J 2

ν

(
�

Ω

)]
, µ= |ω−ω0|

Ω
,ν = |ω+ω0|

Ω
. (31)

Under conditions (29) this formula can be yet more simplified using Langer’s asymptotic representation for Bessel
functions [31]. Taking the limitΩ → 0 in (31) and neglecting the exponentially small second term in the brackets,
we obtain
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SΦ(ω)=


1
2

(
�2 − (ω−ω0)

2
)−1/2

, |ω−ω0|<�,
exp[− 2

3
|ω−ω0|
Ω (1− �2

(ω−ω0)
2 )

3/2]

4|ω−ω0|[1− �2

(ω−ω0)
2 ]1/2

, |ω−ω0|>�.
(32)

It is easily seen that the spectrum (32) of the FM oscillation is exponentially small outside the region|ω−ω0|<�
and we assume further the following expression as the spectral density of the FM oscillation

SΦ(ω)=


S0√
1−( ω−ω0

�
)2
, |ω−ω0|<�ω,

0, |ω−ω0| ��ω.
(33)

The expression (33) can be derived also by the simple time averaging of oscillating spectral component of the
harmonic signal

S(ω)= Ω

4

π/Ω∫
−π/Ω

dt δ(ω−ω0 −�cosΩt).

In Fig. 4(A) the Josephson oscillation line with the Lorentzian profile atD = 50 (curve 1), the convolution
of the Josephson oscillation line with the FM spectrum (33) (curve 2) and the simulation of experimental data
(hilbertogram) with signal-to-noise ratioS/N = 40 dB (curve 3) are presented.

In Fig. 4(B) the RECOVERY result of FM spectrum restoration using the point spread function (24) atD = 50
(curve 1) together with the original FM spectrum (33) (curve 2) are presented. The superresolution ratio achieved
is SR = 1.955 after 50 iterations.

Fig. 4. Frequency modulation test. (A) 1—the Josephson oscillation line with the Lorentzian profileD = 50, 2—convolution of the Lorentzian
peak 1 with the FM spectrum Eq. (33) presented by curve 2 in (B), 3—the inverse Hilbert transform of the curve 2 with the normal noise
S/N = 40 dB added and truncated on the right. (B) 1—the RECOVERY result of FM spectrum restoration using thePSF2 atD = 50. The
superresolution ratio achieved isSR = 1.955, χ2 = 2.66, iteration numberN = 50.
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6. Real measurement results

As a practical test of the integral equation approach we present the spectrum of frequency-modulated BWO
measured by the Hilbert-spectroscopy technique. Measurements were carried out using high critical temperature
Josephson junctions. The junctions were fabricated by laser ablation of YBaCuO on MgO Yttrium Stabilized
Zirconia (YSZ) or sapphire bicrystal substrates and integrated with log-periodic broadband planar antennas. Typical
parameters of submicrometer-wide junctions are: normal resistance up to 20 Ohm, critical current about 0.1 mA,
characteristic voltage up to 2 mV at liquid helium temperature 4.2 K. Samples with Josephson junctions and
antennas were placed on the flat side of an extended hyperhemisphere MgO lens in a cryostat with an optical
window.

The detector response was measured using the usual technique of a chopper for amplitude modulation of the
input signal and a lock-in amplifier for extraction of the detector response. The backward-wave oscillator was used
as a source of submm-wave radiation in the range 200–550 GHz. The linewidth of the BWO oscillations is below
1 MHz and for producing a broadband signal we use the harmonic deviation of the cathode voltage of the BWO.
The deviation amplitude of 100 V corresponds to the frequency deviation of about 6 GHz at a frequency of around
410 GHz. The total frequency deviation from minimum to maximum frequency equals 12 GHz.

Fig. 5 shows results of the sequential stages of data treatment in Hilbert-transform spectroscopy. The
hilbertograms of the current-driven Josephson junction to the incident radiation generated by BWO without
frequency modulation (thin curve 1) and with the frequency modulation (thick curve 2) are presented in Fig. 5(A).
The Hilbert transforms obtained by means of the solution of the integral Eq. (19) with programDconv2_n are
shown in Fig. 5(B) also as thin and thick curves. At first glance, nothing interesting is seen.

The smooth thin and thick spectral curves in this graph correspond to the left-hand of Eq. (16) for the
monochromatic and FM radiation of BWO, respectively. Due to the large bandwidth of the Josephson oscillations

Fig. 5. Frequency modulation real measurement test. (A) 1—input hilbertogram of BWO spectrum at 410 GHz with NO frequency modulation
(thin curve), 2—the same as the curve 1 but with the frequency modulation (thick curve). Signal-to-noise ratio for input dataS/N = 39.2 dB.
(B) Thin line—the Hilbert transform of curve 1 from (A), thick curve—the Hilbert transform of the curve 2 from (B), twin peak in the center
is the FM spectrum obtained by the RECOVERY deconvolution programDconv_n from the input data shown in (A). Superresolution ratio
achievedSR = 1.23 after 200 iterations.
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measured with non-modulated BWO (see the thin curve) there are no traces of the expected complicated spectrum
of FM BWO in the thick curve, in accordance with the convolution integral in Eq. (16).

In order to recover the superresolution FM spectrum of BWO modulation, that is to remove to some extent
the effect of large bandwidth of the Josephson oscillations, we can use the measured spectrum of the Josephson
oscillations (the thin curve in Fig. 5(B)) as the kernel (PSF) in the convolution integral Eq. (16). It turns out,
however, that a more successful result can be achieved if we take the hilbertogram measured with monochromatic
BWO (the thin curve in Fig. 5(A)) as the kernel of the integral equation (15) where the hilbertogram for FM BWO
(the thick curve in Fig. 5(A)) should be used as the left-hand side of Eq. (15).

It is worthwhile describing the last procedure in more detail. We can recover the invisible structure hidden in
curve 2 in Fig. 5(A) by taking curve 1 from this figure as the PSF function and curve 2 also from this figure as
the input data file for the standard deconvolution programDconv_n from the RECOVERY program package. The
recovery result is presented as a twin peak in the center of Fig. 5(B). The distance between two peaks of this twin
peaks measured from the plot is equal to 11 GHz, that is in good agreement with the value of 12 GHz of the
calibration measurement given above.

The comparison of this result with the simulation result in Fig. 4 give us the proof of reliability of the method
for data recovery in Hilbert-transform spectroscopy proposed in this paper.

7. Conclusion

We have presented an approach to Hilbert transform spectroscopy data recovery as the solution an integral
equation of the first kind by a nonlinear method implemented with the RECOVERY program package. This
approach solves two problems which are essential in Hilbert transform spectroscopy: the limitation of the
measurement interval (extrinsic or technical resolution limit) and the ability to increase the resolving power of
the spectroscopy including superresolution reconstruction.

The efficiency of this approach is demonstrated by numerical simulations and by the specially designed physical
measurement of FM backward-wave oscillator spectrum recovered by this approach. The superresolution ratio
achieved isSR = 2 in simulation tests (see Figs. 3 and 4) andSR = 1.23 in real measurements (see Fig. 5).

We plan to publish the modifications to the RECOVERY deconvolution programs [8] used in this paper.
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